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RESUMO

O vertiginoso desenvolvimento da microeletronica esta resultando em uma
otimizagéo intensiva dos processos produtivos atuais. Surge entdo, a aurora da
“sociedade do conhecimento’, onde o suporte a essa comunidade tende a ser a
infra-estrutura tecnologica. Atualmente, € um consenso que a convergéncia
tecnoldgica sera uma realidade inexoneravel, trazendo beneficios altamente
sinérgicos. A Integragéo de Sistemas esta surgindo como uma alternativa bastante
racional. O desenvolvimento tecnolégico atual encontra um paralelo apenas na
Revolucio Industrial e um solido entendimento dos elementos que compdem esse
painel passa a ser de fundamental importancia para que entdo seja possivel

corresponder as demandas da nova sociedade que se descortina.



ABSTRACT

The vertiginous development of microelectronics is resulting in an intense
optimization of the current productive processes. It is the dawn of the information
society, where the support to this community tends to be the technological
infrastructure. Nowadays, it is a consensus that the technological convergence will
be an inexonerable reality, bringing highly synergic benefits. The integration of the
systems is surging as a very rational alternative. The current technological
development has a parallel only in the Industrial Revolution and a solid
understanding of the elements that compound this picture has a fundamental

importance to match the demands of this new society.
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1. INTRODUGAO

Este trabalho propde-se a ser um breve histérico das tecnologias mais relevantes
da informatica, sendo que a parte de redes seré bastante enfatizada, pois trata-se de
um meio heterogéneo de interligar as diversas méquinas que atualmente exibem a

tendéncia de convergir em plataformas pouco numerosas.

Além disso, trata-se de um amplo tema que ¢ regido por uma evoluglo que

freqiientemente foge s linearidades intrinsicas as ciéncias ditas exatas.
1. Divisbes
O trabalho est4 dividido em trés partes :

1) A inicial e também a de maior extenséo : uma descrigio das tecnologias de
rede que atualmente formam a malha basica para a interconex@o dos grupos

existentes de computadores.

2) Um capitulo com as tendéncias que estao se delineando no campo da

Tecnologia da Informag&o.

3) A parte final, contendo as conclusdes do autor.

2. Comentarios

E inegével a crescente necessidade de sistemas de informagdo por parte da
sociedade, cujos equipamentos estdo conectados por uma rede de computadores em
que a confiabilidade associada deve estar em um patamar proximo das maiores

quantidades possiveis de serem alcangadas por meio da tecnologia atual.

Além disso, tecer-se-4 um histérico das tecnologias de software e hardware que

mais impactaram o panorama atual da Tecnologia da Informagdo, segundo critérios



que enfatizaram mais a aceitagdo por parte dos inimeros utilizadores, ¢ ndo somente

a estrita exceléncia técnica associada ao artefato considerado.

A motivagdo de elaborar uma monografia seguindo as diretrizes mencionadas ¢
possibilitar a construgdo de uma base de conhecimentos que permita o
envisionamento e a possivel implementagiio de solugdes sistémicas, evitando

repeticdes de erros que incontavelmente ocorreram na evolug#o tecnoldgica.

Os novos sistemas em desenvolvimenio caracterizam-se por apresentar uma
arquitetura freqiientemente bascada em camadas de abstragio de hardware ¢ software
setorizado em componentes, facilitando em muito a localizagdo de problemas e

inconsisténcias no prototipo final.

Este manuscrito pode ser descrito como um resumo de algumas tecnologias de
rede e de informatica, tendo em vista o paradigma de desenvolvimento dos novos
sistemas de informacdo, que certamente caracterizardo o alvorecer da sociedade do

conhecimento.



2. AGRUPAMENTO DE COMPUTADORES

1. Introdugao

A evolugio dos processadores tem poucos paralelos na contemporaneidade, mas
os intransponiveis limites fisicos para a miniaturizagdo dos chips estdo a ser

alcangados em alguns decénios.

No sentido de obter velocidades de processamento acima de alguns Teraflops, a

utilizagdo massiva de processadores emerge como uma das melhores solugdes atuais.

Nesse contexto, os clusters “Beowulf” apresentam-se como uma alternativa a ser

considerada.

2. Historico

Os clusters Beowulf originaram-se na NASA (1994). A premissa basica € a
existéncia de um né central, incumbido de distribuir as tarefas entre os outros

computadores (“escravos”), interligados através de uma rede de alta velocidade

(Ethernet, tipicamente).

As vantagens sio : alto desempenho e escalabilidade.

Com o protétipo, muitas hipéteses se confirmaram:

-A possibilidade de construir um sistema de computagao paralelo a partir de

componentes padronizados (hardware e software).

-Utilizagdio bem-sucedida de ambientes paralelos (MPI/PVM) e software de
codigo aberto (GNU/Linux).



Possibilidade de rivalizar com outras arquiteturas (memoria compartilhada e

redes proprietarias).

A rpida adog#io desta tecnologia estd criando uma massa critica, proporcionando

uma base de ferramentas sélida o bastante para a formago de um novo padrio.

3. Tecnologia

Os computadores massivamente paralelos normalmente requerem redes de
altissima velocidade, néio raro proprictdrias, buscando a menor laténcia possivel.

Além disso, empregam milhares de processadores operando em paralelo.

Os clusters Beowulf situam-se entre os computadores massivamente paralelos ¢
as redes de estacBes de trabalho, onde estes séo utilizados durante os periodos de

relativa inatividade dos usudrios.

Este conceito dilui as fronteiras existentes entre 0s computadores extremamente

interligados ¢ os clusters distribuidos.

Isto ocorre devido ao conceito de confiabilidade existente atualmente nos
sistemas paralelos, onde a mesma ¢ obtida utilizando-se componentes redundantes

e/ou dispositivos para detecgéo de falhas.

Basicamente, dois campos de utilizagdo sfio bastante enfatizados : aplicagbes

paralelas de alta performance e sistemas de alta produgfio de dados especializados.

Podemos distinguir os sistemas Beowulf de Redes de estagdes de trabalho através

de detalhes minimos :

A priori, os nos dos clusters tendem a ser exclusivos, facilitando a distribuiggo de
carga a partir da baixa exposi¢do a fatores externos ao sistema. Além disso,

problemas relativos  laténcia inerente 4 arquitetura tendem a ser minimizados.



Existe também um ID global do processo, possibilitando a um n6 encaminhar um

sinal para outro né a partir de um mesmo dominio.

Em workstations, parmetros relativos ao desempenho da rede TCP/IP tendem a

ser otimizados, enquanto nos clusters a vazéo de dados € melhor enfatizada.

Em outras palavras, o cluster tem o seu funcionamento direcionado como uma

{inica maquina, ndo como uma cole¢do de estagOes de trabalho.

4. Hardware

Atualmente, um sistema Beowulf é constituido de um servidor central, e varios
n6s conectados através de uma rede Ethernet. Normalmente, tais computadores

utilizam o padrio PC, tendo como sistema operacional o GNU/Linux.

Figura 1 — Um sistema Beowulf compacto



O no central coordena o cluster e transfere arquivos para os nds. Controla o

console do sistema ¢ atua como uma porta de entrada para o mundo exterior.

Tipicamente, os nds ndo tém teclados ou monitores, sendo acessados
remotamente pelo nd central, via login remoto ou mesmo pela porta serial. Podem ser
vistos como unidades de processamento ¢ memoria que sfo adicionados ao cluster

como um todo, sendo reunidos para formar um computador virtual / paralelo.

Os nés ndo precisam ser homogéneos, mas devem executar 0 mesmo sistema

operacional e software aplicativo.

Os computadores mais utilizados tém dois processadores por mainboard, com um
barramento que suporta também meméria compartilhada ¢ apto a suportar as

velocidades dos processadores atuais.

Figura 2 — Um Blade server em modo cluster

Em um projeto de cluster, a parte mais importante € a escolha da rede que sera

utilizada, pois determina o desempenho global do sistema.

Para o roteamento dos pacotes, uma linha de pesquisa propde o projeto de um

novo sistema para operar sobre ethernet, sem utilizar o protocolo IP.



Fm se tratando de hardware, uma tecnologia passivel de concorrer com o padréo
ethernet é o “Myrinet”, que em testes teve o melhor desempenho sustentado em
4Gbit/s, além das seguintes caracteristicas:

-Baixa laténcia : 16 microssegundos para MPI

-Alta banda de passagem : 60 MB/segundo

Qutro ponto importante é a escalabilidade da rede, que se torna mais significativo
2 medida que o nimero de nos do cluster aumenta. O objetivo principal ¢ minimizar

a queda na taxa de transferéncia entre as estagdes.

5. Software

Os softwares escritos para esta classe de maquinas devem conter algoritmos que
contemplem a alta laténcia inerente a esta arquitetura, além de buscar um excelente
balanceamento de carga. Além disso, estes programas ndo devem requerer

sincronismo de altissima resolucéo.

A laténcia mencionada torna-se um assunto de menor importancia quando as
aplicagBes requerem comunicagdes de baixa associagdo. Se os aplicativos tiverem
pouca interdependéncia, um software de sincroniza¢o periédico pode coordenar 0s

n6s, resultando em baixo impacto no desempenho como um todo.

Para o intercimbio de informacBes entre os nés, as mensagens S40 muito
utilizadas. Sob um ponto de vista histérico, originaram-se 2 partir da arquitetura de

memoria local dos computadores paralelos primordiais.

Uma diferenca entre as mensagens e as linhas de execugdo (“threads”) ¢ a

necessidade de copia das informagdes em questéo.



Os fatores que limitam as bibliotecas de passagem de mensagens (PVM/MPI) séo
justamente a laténcia e a velocidade com que tais informagbes podem ser

transmitidas aos nos de destino.

Essa metodologia tem um bom funcionamento em sistemas com processamento

simétricos ¢ clusters em geral.

A vantagem em se enfatizar a utilizagdo de mensagens ac invés de linhas de
execucio ¢ justamente a escalabilidade, adicionando-se maquinas no sistema para se

obter um ganho proporcional.

Linhas de execugéo:

As linhas de execugdio foram implementadas nos sistemas operacionais para
possibilitar o maximo desempenho das arquiteturas de memoéria compartilhada dos

sistemas de multiprocessamento simétrico.

Tais arquiteturas garantiam comunicagio e sincronizagdo extremamente rapida

entre os processadores do sistema.

Nesse caso, a coOpia de informagdes torna-se desnecessaria, devido ao

compartilhamento de dados entre as linhas de execugéo.

Um problema inerente aos threads ¢ a extrapolagfo dos limites fisicos da
méquina, além das dificuldades para manter a coeréncia das informagdes contidas

nos caches associados aos processadores.

Uma possibilidade ¢ a implementagfio de linhas de execugéo em associagdo com

as mensagens, mas a eficiéncia geral ¢ relativamente baixa.

Para desenvolver software tendo-se em mente o paralelismo, dois métodos sdo

bastante utilizados:



1) Métodos implicitos:

S#o aqueles em que o programador transfere para o compilador alguns decisdes

sobre as patalelizagOes que serdo executadas. Um exemplo ¢ o Fortran 90.

Isso faz com que o usuario tenha de fornecer algumas informagdes sobre a
natureza do software, para entdo o compilador decidir como ird executar tais

concorréncias em paralelo.
2) Métodos explicitos:

Nesta modalidade, o programador deve escrever codigo especial para um
computador paralelo. Podemos citar as bibliotecas PVM ou MPI, além da

possibilidade de inclusgo de threads extras.

Assim, a dificuldade de implementar e depurar o c6digo ¢ maior, mas em
contrapartida existem varias funces e bibliotecas prontas para implementar O

paralelismo nas aplicagdes.

No passado, os programas escritos em Fortran eram muito utilizados para
processamento numérico. Assim, existem muitas bibliotecas para sistemas paralelos.

Atualmente, a linguagem C ¢ a mais utilizada para esse tipo de programagao.

6. Desempenho

Para mensurar o desempenho dos clusters Beowulf, um benchmark chamado
“Linpack” ¢ bastante utilizado. Inicialmente, consistia na solugdo de um sistema
linear de cem linhas por cem colunas, usando a lingnagem Fortran. E bastante

preciso na avaliagio de um n6 do cluster.
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Atualmente, utiliza-se o “Linpack escalavel” ou “Linpack paralelo™ A diferenga
basica reside no fato de ndo existir um limite na matriz do sistema linear ja
mencionado. O avaliador ¢ instruido a dimensionar o problema de acordo com a
capacidade da maquina, sendo que a memoria instalada passa a ser o fator de maior

importancia.

Além disso, todos o0s recursos capazes de aumentar a performance da maquina

siio vélidos, inclusive a otimizag#o de bibliotecas com codigo assembler.

Uma desvantagem desta metodologia é arredondar superiormente a performance
do sistema, em relacdio aos aplicativos utilizados normalmente. Isto ocorre porque o0s
dados sdo densamente localizados, facilitando o armazenamento das informacdes em

memorias de ordem superior.

A partir dos benchmarks existentes, € possivel extrair varios pardmetros para

avaliar a real performance da méquina:

Figura 3 — Solugdo de problemas utilizando sistemas paralelos

1) Performance méxima tedrica

Este niimero representa o desempenho méximo que esta associado a um sistema,
normalmente mensurado em Megaflops (milhdes de operagbes em ponto flutuante

por segundo) ou Gigaflops (bilhdes de opera¢des em ponto flutuante por segundo).
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Quando as aplicagdes consideradas nfio sdo estritamente cientificas, o

desempenho do sistema em inteiros ¢ também considerado.

A vantagem de utilizar este indicador ¢ a facilidade com que pode ser obtido,
normalmente ndo é objeto de muitas discussdes e freqiientemente € publicado por

meios especializados.

A desvantagem ¢ a disparidade entre o niimero indicado e as aplicagdes reais, que

pode ser bem relevante.
2) Utilizagio maxima (porcentagem)

Alguns benchmarks indicam também a carga de processamento dos
processadores. E um indicador util para verificar a demanda real de um aplicativo.
Um nimero baixo significa um desalinhamento entre o sistema em questao € a carga

real, necessitando de um melhor escalonamento dos recursos.
3) Utilizagio do sistema

Indica a carga média do cluster, em um tempo razoavelmente longo. Isto € valido
para determinar problemas de competi¢do nos sub-sistemas de entrada/saida, se

existem deadlocks, etc.

4) Escalabilidade

Ry, ??

E descrito como a razio entre a velocidade do cluster, utilizando “x
processadores e apenas um processador.

Quanto mais o nimero de aproximar de “x”, melhor sera a implementacgéo
adotada para o paralelismo em questio. A qualidade também serd tanto melhor
quanto mais linear for a melhoria de desempenho, em relagdo aos processadores

adicionais.
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E atil também para determinar a demanda real de processamento por um

aplicativo.
5) Laténcia e banda de passagem

[ um dos parimetros mais Gteis para determinar a velocidade real de um cluster,
pois a interconexdo entre 0S processadores ¢ determinante para o desempenho do
sistema.

O calculo é relativamente simples, mas quando uma rede esta altamente

carregada, o desempenho da mesma altera-se substancialmente, muitas vezes de um

modo ndo-lineat.

6) Desempenho da aplicagéo

Mede o comportamento real do sistema em questdio, e é usualmente fornecido em
Megaflops. Obviamente, ¢ mais significativo do que 08 calculos tedricos que sdo
eXPressos nas mesmas unidades.

Entretanto, é uma medida bem mais dificil de se obter, porque a aplicacio tem de
ser transposta para o cluster, 0 que pode ser um trabalho consideravel.

Além disso, é preciso obter o processamento real que esta sendo produzido.
Dividas sobre a qualidade dos algoritmos empregados poderfo surgir.

Qutro ponto seria a otimizagdo do codigo para o sistema em questdo, o que pode
levar a enganos na interpretagdo dos nimeros.

Entretanto, se bem executado, & um dos indicadores mais Gteis desta lista.

7) Tempo de execugio da aplicagéo

E simplesmente a medigdo do tempo gasto pelo cluster para a execuc¢do de um

determinado aplicativo. A vantagem é a ndo-necessidade de contar as operagdes

realizadas.
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Também evita as distorcdes acarretadas pela utilizagdo de um algoritmo ndo
muito eficiente. Pode ser considerado um dos methores métodos de avaliagio, pois
avalia globalmente o sistema como um todo.

O problema surge na comparagio entre dois clusters, pois hé a necessidade de

carregar exatamente os mesmos aplicativos, 0 mesmo ambiente operacional, etc.
8) Eficiéncia do paralelismo

£ a raziio entre o desempenho global pelo nimero de processadores. Quanto mais

se aproximar de 1, melhor serd o sistema.

Conforme relatado, existem varios tipos de benchmark, alguns carregando um
sentido mais figurativo. Em suma, pode-se afirmar que o tempo de execugéo do
aplicativo é o mais representativo dentre os indicadores apresentados.

A desvantagem é a necessidade de o sistema existir fisicamente, dificultando

projecdes tedricas.
7. Tipos de aplicagdes

E importante distinguir dois conceitos associados aos softwares para clusters :

concorrente e paralelo.
_Partes concorrentes de um software podem ser executadas independentemente.

_Partes paralelas sdo aquelas cujas partes concorrentes s&o executadas em

processadores separados ao mesmo tempo.

Execugiio paralela deveria resultar em um desempenho melhor. O fator limitante
¢ a velocidade de comunicagio e a laténcia entre os nds. Idealmente todas as partes

concorrentes poderiam ser executadas em paralelo.
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Para dois computadores paralelos que utilizem processadores que implementem a
mesma arquitetura, o que tiver processadores mais lentos serd melhor empregado em

aplicagdes que utilizem uma alta taxa de entrada/saida.

Nessa situaggio, a menor velocidade dos dispositivos de /O (discos, fitas) limitara
o desempenho global da maquina.
E importante determinar se o fator limitante da aplicagdo ¢ o processador

(célculos intensivos) ou o subsistema de entrada/saida.

Em suma, em ambientes paralelos é importante verificar a adequagdo de uma
méquina & sua aplicagdo: € necessério avaliar varios itens, tais como: CPU,

compilador, bibliotecas, rede, etc.

Verificar apenas a demanda computacional ndo ¢ suficiente, € preciso também

validar se a rede suporta o trafego existente entre os nos do cluster.

8. Desvantagens

O padrio Ethernet apresenta algumas limita¢Ges em laténcia e banda de

passagem, mas & suficiente para a grande maioria das aplicagdes.

Para tanto, placas especializadas desviam o processamento que seria realizado no
processador, atingindo velocidades proximas aos dos supercomputadores

proprietarios.

A arquitetura sofre do overhead existente no protocolo padrio TCP/IP,
aumentando a laténcia entre as mensagens. Uma solug#o ¢ utilizar o protocolo UDP,

para um desempenho melhor.

O aumento no numero de estacdes reduz o MTBF do sistema como um todo. Isso
faz com que o software tenha de ser projetado para isolar tais ocorréncias, Assim,

servidores tolerantes a falhas constituem um campo de pesquisa em ascensao.
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Na érea de software, a grande maioria dos programas utiliza a linguagem C. e a
existéncia de ponteiros pode fazer com que a localizagio real das dependéncias de
dados fique um tanto dificil de ser determinada. Uma solugéo seria utilizar uma
andlise automatica de ponteiros.

9. Vantagens

Existem muitas vantagens na arquitetura descrita, podendo-se enumerar as

principais:

-Subsistermas de entrada/saida distribuidos, melhorando a banda de passagem e

laténcia globais.

-Armazenamento paralelo e distribuido.

-Utilizagio de componentes de uso disseminado, facilitando a construgéo de

maquinas conforme a aplicagdo a ser utilizada.
-Melhorias no desenvolvimento de sistemas mais confidveis.
Aplicages previstas:
-Realidade virtual, simulagdes de alta precisio, etc.
10. Conclusio
Tal arquitetura representa uma tecnologia que descreve uma tendéncia no sentido

de obter maiores velocidades, com a utilizagdo de uma quantidade relativamente

baixa de dispositivos fisicos (hardware).
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A velocidade de 100 Teraflops é considerada um marco, pois representa a

fronteira necessaria para ocorrer a emulagio da maioria dos eventos comumente

observaveis, para muitos especialistas em processamento paralelo.
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3.802.11

O sucesso do padriio Ethernet para a comunicacgo de dados entre computadores
resultou na difusfio da tecnologia para os sistemas “wireless”, possibilitando o

intercAmbio de informagdes sem a necessidade da utilizagdo de cabos fisicos.

Espera-se que as wireless LAN (WLAN) sejam o padrio para o acesso movel as

redes IP.

1. Topologia

Uma WLAN é um sistema de comunicagdio que prové acesso sem fio peer-to-
peer (equipamento-a-equipamento) e também conectividade ponto-a-ponto (LAN-a-
LAN), com a utilizagdo de ondas eletromagnéticas.

A topologia mais simples de uma rede 802.11 é composta de pelo menos dois nos
mutuamente ja reconhecidos, comunicando-se entre si através de um modo peer-to-

peer, em uma determinada 4rea de alcance.

Tais topologias freqiientemente contém um AP (Access Point). A fungfo desse
dispositivo é agir como transmissor e receptor, formando uma conex&o entre a rede

LAN ¢ a rede wireless.

I similar a uma estagéio radio-base das redes celulares. Quando existe um AP, as
estacdes ndo mais se comunicam no modo peer-to-peer, mas sim em um modo

denominado infraestrutura.

Os AP’s ndo sdio méveis, e fazem parte da infraestrutura da rede LAN.

2. Caracteristicas principais

O padrdo 802.11 tem as seguintes caracteristicas:
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-Opera na faixa de freqtiéncia de 2.4 GHz.
-Suporta uma banda passante de 11 Mbps, com um alcance de 50 metros. A
velocidade diminui com o aumento da distincia entre o receptor € o transmissor, em

passos de 5.5 Mbps, 2 Mbps € 1 Mbps.

-As velocidades mais baixas sdo também utilizadas para a compatibilidade com

os sistemas WLAN legados.

-O padrio IEEE 802.11b prevé a existéncia de 11 canais de acesso, sendo que

trés nfio podem compartilhar a mesma cobertura de sinalizacéo.

-0 sistema 802.11g, mais recente, utiliza a modulagdo OFDM (Orthogonal

frequency-division multiplexing), mais eficiente, podendo atingir até 54 Mbps.

-As transmisses usam 100 milliwatts de poténcia.

vCo VCo
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. PA . ADC/DAC

RF filter & Dmaens:;ger filters Baseband processing
Upconverter {discrete MAC processing
10 modem | RLC)| Host Fllm”ace
AGC

IF filtering

Figura 4 — Um projeto 802.11a

3. Roaming
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O padrdo permite também o roaming entre varios pontos de acesso, que podem

estar operando em canais diferentes.

As estagbes méveis utilizam o sinal periédico enviado pelos AP para avaliar a
existéncia de conexdo, além de mensurar a poténcia do sinal incidido. Se o sinal for

demasiado fraco, a estag#io pode selecionar outro AP.

O padrio identifica as mensagens basicas para o suporte ao roaming, e um

protocolo especifico para tal foi criado: o IAPP (Inter-Access Point Protocol).

4. PHY

A camada fisica (PHY) usa a tecnologia CCK (Complementary Code Keying),

suportando trés interfaces :

1) DSSS
2) FHSS
3) Infravermetho (IR)

A camada MAC é comum aos 3 PHYs. A modulagio usada é o QPSK/BPSK.

5. Tecnologia

As implementa¢Bes podem ser baseadas em radio-freqiiéncia, mas utilizando o
DSSS (Direct Sequence Spread Spectrum) ou 0 FHSS (Frequency Hopping Spread
Spectrum).

Ambos foram projetados para operar €m um modo 2.4 GHz ISM, uma faixa de

freqiiéncia mundialmente alocada para operagio sem licengas.

O FHSS normalmente opera em 1 Mbps, podendo atingir 2 Mbps em condigdes

favoraveis.
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Com o FHSS, a transmiss&o e a recepgdo sdo sincronizadas por canais, utilizando

uma seqiiéncia pré-determinada que € conhecida somente pelas estagdes.

O IEEE 802.11 especifica 78 seqiiéncias e 79 canais. Se um canal nio estd em

condicBes de operar, os dados sdo retransmitidos quando um novo canal ¢ utilizado.

6. Wi-Fi

A finalidade do “Wireless Ethernet Compatibility Alliance” ¢ desenvolver
normas ¢ padrdes para a LAN wireless, além de prover certificagdes de

conformidade.

Para tanto, reconheceu-se a sigla Wi-Fi (wireless fidelity), para que seja possivel
identificar os sistemas aprovados em testes de interoperabilidade criados pela

instituico acima mencionada.

7. Direct Sequence Spread Spectrum

As implementagdes normalmente utilizam o DSSS, porque essa nova
especificagfo possibilita taxas de transmissio de até 11 Mbps, mas assegurando a co-

existéncia com o padrfio anterior.

A camada fisica DSSS especifica um maximo de 2 Mbps, podendo cair até a 1

Mbps em caso de um ambiente altamente ruidoso.

Os sistemas DSSS usam uma tecnologia similar aos satélites GPS.

Cada bit de informagfio € combinado com uma fun¢do “xor” com uma sequiéncia

PN (Pseudo-random Numerical).
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O resultado ¢ um fluxo de alta velocidade que é modulado na freqiiéneia de

operagdo usando o DPSK (Differential Phase Shift Keying).

A estagio que recebe o sinal wtiliza um filtro de correlagdo que remove a

seqiiéncia PN e recupera a informagio original.

8. Direct Sequence Spread Spectrum - canais

A faixa de freqiiéncia de 2.4 GHz contm 80 MHz de espectro, podendo

acomodar até trés canais DSSS de banda equivalente sem sobreposicdo.

Cada canal DSSS tipicamente ocupa 22 MHz de banda passante e é necessario

um minimo de 25 MHz para minimizar interferéncias etitre 0s canais.

Isso permite que até trés AP (Access Point) possam ser ativados
simultaneamente, cada um programado para ocupar um dos trés canais que podem

ser alocados na mesma area de cobertura.

Cada bit que é transmitido ¢ codificado com um padrio redundante, conhecido
apenas pelos enviadores ¢ receptores das estacdes envolvidas, dificultando a

decifracfio dos dados codificados.

O padrio redundante permite a recuperagdo dos dados sem retransmissdo, se um

dos bits for perdido ou danificado durante a transmissao.

9. MAC
O MAC (Media Access Control) € bastante resiliente a erros, incluindo controle
de seqiiéncia e possibilitando varias tentativas de acesso. Além disso, pode

interoperar com o padrdo Ethernet normal, através de pontos de acesso (AP).

As funcdes principais do MAC s#o:
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1. CSMA/CA

A tarefa basica do MAC ¢ prover acesso a midia aérea ¢ evitar colisdes de dados.
Duas fungdes de acesso sdo definidas : DCF (Distributed Coordination Function) e

PCF (Point Coordination Function).

O CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) significa que
os radios devem verificar se o meio nfio contém nenhuma transmissdo em progresso,

antes de encaminhar os préprios pacotes.

2. Controle de poténcia

As estacdes podem entrar em modo de espera por longos periodos, sem perda de
informacdo. As estagdes periodicamente séo ativadas, para receber uma sinahizagio
notificando se existem pacotes armazenados no AP.

3. Autenticagio

Aumenta a seguranca de uma rede wireless, controlando o acesso. Antes do

estabelecimento de uma conex#o, € necessario realizar a autenticagfo.

Ha dois tipos de autenticagio: chave compartithada e sistema aberto.

4. Seguranga

£ definido para proteger as informagdes, usando um algoritmo para assegurar a
confidencialidade dos dados transmitidos.

O algoritmo de encriptaggo € o RC4, com uma chave de 64 bits.

5. Associagdo e reassociagio
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Cada estagio deve associar-se com um AP antes de encaminhar informagbes
através de um sistema de distribuigdo. A reassociagdo prové roaming e

balanceamento de carga.
6. Tipos de Frame

-Frames de supervisdo (manter a comunicago entre as estagdes € 0s APs)

-Frames de controle

Em um sistema wireless, a chance de que uma mensagem nfo seja recebida na

estacdo de destino ¢ maior do que a LAN normal.

Para minimizar este problema, o sinal ACK (Acknowledge) foi adicionado no

MAC, para que o receptor envie ao transmissor um sinal indicando que a mensagem

foi recebida com sucesso.

Se o enviador nfio receber esse sinal, 0 mesmo retransmitira a mensagem.

10.Sincronismo

Para o gerenciamento da poténcia, sfo utilizados recursos que podem maximizar
a duracio da bateria, mas também podem trazer problemas porque tipicamente

determinam a inatividade do sistema, apds um certo periodo de tempo.

Isso pode fazer com que transmissdes criticas sejam perdidas. Para resolver esse

problema, os pontos de acesso (AP) contam com buffers para armazenar as

mensagens.

Os terminais remotos sio trazidos 4 atividade e entfo recuperam as informagdes

que seriam descartadas.
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Os reldgios das estagdes séo ajustados através da transmissdo periddica de um

sinal de sincronismo, gerados pelo AP, que controla o relégio central.
A sincronizagiio ¢ mantida ao redor de 4 microssegundos, mais o atraso de

propagacio. As informagdes emitidas incluem : indicagdo de trafego, taxas de

transmissdo suportadas, etc.

11.Seguranga

Em um sistema IEEE 802.11, a seguranga € obtida através de autenticacdo e

encriptagéo.

I 0 meio de verificar a autorizagfio de comunicacfo com uma estagdo ou com um

AP, que pode ser de dois modos:

a) Sistema aberto: nesta opg¢do, qualquer estagiio pode requisitar uma

autenticagfio, que pode ser aceita o usudrio se estiver em uma lista de acesso.

b) Chave compartilhada : somente estagSes que tenham uma chave secreta

criptografada podem ser autenticadas.

Além disso, existe o mecanismo chamado WEP (Wired Equivalent Privacy),

baseado no algoritmo RC4 de encriptago, estando localizado no MAC.

Se o WEP estiver habilitado, entfio todas as informagdes transmitidas através da
rede wireless sfio encriptadas. Adicionalmente, o suporte & seqiiencia de controle ¢

campos de fragmentagio permitem a operagdo mesmo em caso de atenuagdo de sinal.

12.CCK

O CCK (Complimentary Code Keying) é o formato béasico de modulagéo para os
sistemas IEEE 802.11b.
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ados através de uma simples portadora.

5 Mbps.

Todos os dados sdo frapsmitidos € modul

E capaz de atingir velocidades de 11 Mbps € 5.

Cada pacote pode ser decomposto em :

1) Preambulo/Cabegalho : indica o inicio de uma transmissio de dados.

m encaminhados para O receptor. Pode

2) Carga util : contém os dados a sere

variar de 64 bytes a 1500 bytes.

Na modulagdo CCK, o preﬁmbulo/cabegalho e a carga util sdo transmitidos em

seqiiéncia.

13.0FDM

O OFDM (Orthogonal Frequency Division Multiplexing) foi desenvolvido para

atingir malores velocidades de transferéncia, acima de 20 Mbps.

£ um sistema de modulacdo com multiplas portadoras. Os dados sio divididos
entre varias subportadoras, proporcionado uma operaglo confidvel mesmo em

ambientes com um alto grau de distorcdo de sinal.

Nesta tecnologia, 0 preAmbulo passa a ter um comprimento mMenor, passando de

72 ms para 16 ms, evitando um overhead excessivo.

14.CCKIOFDM

E uma modulagao hibrida, sendo que © CCK é usado para transmitir 0

alho e 0o OFDM ¢ utilizado para transferir a carga atil.

preambulo/cabeg
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A combinagdio CCK/OFDM pode atingir até 54 Mbps, sendo parte do IEEE
802.11g.

O predmbulo CCK alerta todos os dispositivos Wi-Fi que uma transmissio estd

se iniciando, informando também a durac#io da transferéncia.

156.PBCC

O PBCC (Packet Binary Convolutional Coding) é um sistema de portadora
simples, usando também o CCK para transmitir o prdmbulo/cabecalho e 0 PBCC

para transferir a carga util.

Pode atingir a velocidade de 33 Mbps e emprega uma complexa constelagio de
sinais (8-PSK). Entretanto, os picos de transferéncia sfo menores do que ©

CCK/OFDM.

E considerado um elemento opcional do IEEE 802.11b.

16.Conclusio

Provavelmente, uma solugdo adequada seria a utilizagéio de sistemas 2.5G/3G em
ambientes mais distantes das 4reas que comtam com infra-estrutura adequada,
enquanto o padrdo IEEE 802.11 seria melhor aproveitado dentro das construgdes

prediais que caracterizam as dreas urbanizadas.
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4. VOIP

1. Introducao

A rede telefonica publica (PSTN) tem como base primordial a comutagdo de
circuitos, evoluindo gradativamente até culminar nos sistemas CCN7 atuais. A
tecnologia VoIP propde a migragfo para a comutagdo de pacotes, mas agravantes
técnicos fazem com que a disseminagfio seja realizada em um ritmo relativamente

lento.

Tecnicamente, VoIP & a possibilidade de realizar chamadas telefonicas sobre uma
rede de dados baseada no protocolo IP, com uma qualidade de servico (QoS)

aceitavel.

2. Historico

Primordialmente, as redes de dados e de voz eram mantidas separadamente,
porque os requerimentos que as regiam eram diferentes, sendo que alguns requisitos

estavam no limite da contradig&o.

Atualmente, os avangos tecnologicos subseqiientes (Fast Ethernet, Gigabit
Ethernet) possibilitaram a convergéncia de ambas as redes. Isso possibilitou o

desenvolvimento de aplicagbes avangadas, integrando voz e dados.

A rede IP em questio pode ser tdo minUscula quanto dois dispositivos

interconectados ou tdo grande quanto a Internet.
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As conversagdes sdo convertidas para um fluxo de pacotes IP, mas novas formas

de conversdo podem aparecer no futuro.

Os requisitos técnicos e as expectativas do usugrios direcionam as pesquisas

sobre a qualidade de servigo (QoS).

Os usuarios estio acostumados com a alta qualidade proporcionada pelo sistema
telefonico atual, baseado na comutagio de circuitos e orientado 4 conex#o. Isso

ocotre porque cada chamada tem uma banda de passagem previamente reservada.

Uma chamada via PSTN requer cerca de 64 Kbps de banda de passagem.
Utilizando compressores ¢ DSPs (Digital Signal Processors), ¢ possivel reduzir

substancialmente esse requisito.

3. Tecnologia

Um dos pontos-chaves em um projeto VoIP & construir uma infra-estrutura
baseada em IP capaz de alcangar os requisitos de qualidade atingidos pelas redes

telefénicas convencionais.

Quando uma solugfio VoIP ¢ adotada, as chamadas sio encaminhadas para um
ISP (Internet Service Provider). Basicamente, hé trés arquiteturas dominantes :

cartdes dedicados, novos PBXs ¢ gateways.

Ha dois grupos determinando os padrdes que serdo utilizados : o ITU-T
(International Telecommunication Union) e o IETF (Internet Engineering Task
Force). Ha uma grande discrepéncia no tratamento da elaboracdo das especificagdes,

sendo que o ITU-T preza em maior grau o formalismo técnico.
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Figura 5 — Diagrama em blocos de um sistema VolP

4. Compressao da voz digitalizada

A partir da digitalizagio da voz, a banda de passagem pode requerer de 32 Kbps
até 64 Kbps. Alguns métodos podem atingir até 8 Kbps, caso do G.729. O desafio ¢

manter essa banda, sem depender da utilizagio da rede.

1. Codecs

Existem trés codecs (codificadores/decodificadores) principais, a saber:

G.711, G.729 ¢ G.723.

Eles diferem nas técnicas de codificagdio e na taxa de transmissdo dos fluxos de
dados. As técnicas mais utilizadas sio o PCM (Pulse Code Modulation) e 0o ADPCM

(Adaptive differential PCM).

O principal problema relatado aos mesmos é a delay (atrasos) que 0s mesmos

proporcionam, durante a compressao da voz.

Existem trés tipos de delay:
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1) Atraso de processamento : 0 tempo necessario para formar um quadro.
2) Atraso por antecipag#o : o tempo para verificar o proximo quadro, enquanto o
atual est4 sendo processado.

3) Atraso do quadro : o tempo necessario para transmitir um frame.
Os trés codecs citados adicionam os seguintes atrasos:

1) G.711: ndo hd compressdo (64 Kbps) ¢ o atraso ¢ imperceptivel. A voz estd
no correto formato para ser encaminhado ao sistema telefdnico publico
(PSTN).

2) (5.729: existe a compressdo para 8Kbps ¢ o atraso € de 25ms.

3) G.723: comprime a 6.4 Kbps ou 5.3 Kbps, com um delay de 67ms. Produz
quadros com predigfo linear, utilizando o MP-MLQ ou o ACELP,

respectivamente.
S&o implementados com a utilizagdo de chips DSP (Digital Signal Processing).

Os algoritmos de compressdo baseiam-se nos padrdes repetitivos encontrados na

fala humana. Os frames contém normalmente de 10 a 30 bytes, sendo que

normalmente nio sio encaminhados durante as pausas existentes nas conversagoes.

A avaliacdo da voz digitalizada e compactada segue principios subjetivos, sendo

utilizado mais freqiientemente o0 MOS (mean opinion score), que varia de 1 (ruim) a

5 (excelente).

Normalmente, as avaliagdes dos codecs mencionados séo:

G.711: 4.4eG.723: 3.5

2. H.323
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O primeiro padrdo VoIP a atingir niveis consideraveis de aceitagfo por parte de
especialistas e usuérios foi o H.323, sendo que uma das implementagdes bascadas em

software denomina-se “Netmeeting”.

E um padrio global cuja qualidade € comparavel & proporcionada pela rede

publica, se o trafego existente na rede IP associada for relativamente baixo.

Baseia-se em uma complexa pilha de protocolos, a partir do modelo OSI ¢ da
codificagio ASN.1. O H.323 determina os protocolos que os terminais devem
utilizar, para que ocorra a comunicacdo entre 0s MESmMOS. Define também o0s
formatos utilizados pelos gatekeepers e gateways. A compatibilidade dos codecs

utilizados é essencial para a interoperabilidade.

Os terminais devem suportar pelo menos o padrio G.711, sendo este o

denominador comum.

O H.323 contempla os seguintes elementos de rede:

1) Terminais
2) Gateways
3) Gatekeepers

4) Unidades de controle multiponto

Cada equipamento realiza uma tarefa especifica. Alguns podem estar reunidos

em um mesmo sistema fisico, ou distribuidos através de uma rede IP.
1) Terminais
O terminal suporta comunicagBes audiveis e pode suportar video-conferéncia,

opcionalmente. Existem implementagbes em hardware, mas a situa¢io mais comum

¢ a utilizaciio de um PC mais o software Netmeeting.
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O sistema deve realizar a codificagdio/decodificagdo da voz para 0 hardware de
audio, conectado por sua vez a transdutores sonoros. Uma cdmera de video pode

também estar associada ao sistema.

A comunicagdo ¢ realizada utilizando o H.245 e o Q.931 para o controle da

chamada.

2) Gateways

Provéem a interconexio das redes IP com a rede PSTN, permitindo o intercAmbio
de sinais entre os dois dominios.
Traduz os diferentes formatos de transmiss3o, codecs de audio e procedimentos

de comunicagao.

Obviamente, o sistema tem interfaces LAN e POTS, podendo manipular sinais

T1/E1, ISDN e CCN7.

Pode ser decomposto em trés sub-sistemas:

a) Media Gateway : traduz o trafego IP codificado em G.723 para um canal
T1/E1 ou ISDN H.320 para equipamentos de video.

Um requisito bésico € a alta disponibilidade deste equipamento, para evitar

descontinuidades no servico prestado. Além disso, contém componentes para 0

controle de QoS, gerenciando o atraso, cancelagido de eco e jitter.

b) Controlador : mantém um banco de dados para traduzir os enderegos IP para o

plano de numeragdo correspondente.

¢) Sinalizagdo : traduz os sinais CCN7 para a sinalizagdo equivalente H.323.

3) Gatekeepers



33

Controlam a chamada em si, proporcionando fungGes que incluem : bilhetagem,

roteamento, reserva de banda, tradugéio de enderego, etc.

4) Unidades de controle multiponto

Um banco de dados € o nicleo deste subsistema, devendo ter caracteristicas de

alta disponibilidade.

E um componente que possibilita a amplia¢io dos servigos de VoIP, podendo-se
citar a conferéncia/videoconferéncia. Proporciona a capacidade de interligar trés ou

mais terminais. E ativado pelo Gatekeeper.

O sistema mescla os dados de dudio e/ou video provenientes das estagBes, atraves

do protocolo H.2435.
Protocolos de sinalizag#o :

E utilizado o H.225, para que ocorra o registro e a admissio no Gatekeeper, além
do intercAmbio de informagdes sobre as propriedades dos terminais. Situa-se entre o

Gateway e o Gatekeeper.

3. SIP

O protocolo SIP, proposto pelo IETF, utiliza uma metodologia diferente da
adotada pelo H.323. Pode ser descrito como uma série de recomendag@es, ndo um

complexo conjunto de protocolos interligados.
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E bem mais simples do que o H.323, utilizando mensagens codificadas como
texto, semelhantes aos padrdes do HTTP, aumentando a extensibilidade do

protocolo.

O SIP ndo requer outros protocolos, mas normalmente ¢ utilizado com sistemas
que garantem a qualidade do &udio, a exemplo do RSVP (Resource Reservation

Protocol), que prioriza os pacotes VoIP.

Para relatar os codecs que serfo empregados, o SDP (Session Description
Protocol) enumera os pardmetros mais importantes, além de informar a banda
passante, o nome da sesséo, a midia (video/4udio) ¢ o sistema de transporte (RTP /

Universal Data Protocol).

E composto de dois elementos basicos : 0 “user agent” e o servidor. O “user
agent” inicia a chamada e o servidor decodifica as mensagens-texto. Ha trés tipos de

servidores:

a) Registro : mantém o enderego dos usuarios.
b) Proxy : encaminha as requisigdes para o servidor que controla o “user agent”

correspondente.

¢) Redirect : retorna o enderego do servidor ao invés de encaminhar as

requisigdes.

Para seqiienciar os pacotes de audio/video, o RTCP (Real-Time Control Protocol)
e 0 RTTP sdo empregados, adicionando informagdes de sincronismo e de feedback

da qualidade de servigo.

A conexfo & estabilizada com o RTP (Real-Time Protocol), para transportar
informagdes sensiveis & passagem do tempo, mesmo com a utilizagdo do UDP. O
TCP solicitaria o reenvio dos pacotes mal formados, tornando erratico o fluxo da

conversagio.
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4. Outros protocolos

Um protocolo comum ao H.323 e ao SIP é o MGCP (Media Gateway Control
Protocol). Controla a sinalizagdo entre os “call agents” e o gateways de telefonia,

através de um conjunto de oito comandos.

Os protocolos sfo basecados no 11.254, Q.931 e CCN7.

5. Qualidade de servigo

X um dos tdpicos mais importantes da telefonia IP, que incluem 4udio e
confiabilidade da chamada. A chamada deve ter baixa laténcia, baixo jitter ¢ minima

perda de pacotes.

Sendo um processo de tempo real, a rede IP deve suportar o fluxo de pacotes
entre os dois pontos de comunicag¢do, com uma laténcia ao redor de 150 ms. A partir

de 300 ms, a cadéncia da conversagdo torna-se dificil.

Para solucionar esta questdo, 0s pacotes VoIP devem ter uma prioridade maior do
que os outros tipos de trafego. As tecnologias a respeito &0 :

-Diffserv : informa ao roteador como tratar os pacotes, a partir de um campo IP.

-MPLS (Multi-Protocol Label Switching)

-IPv6 : contém bits de prioridade de fluxo

-RSVP : reserva uma banda de passagem

A seguir, serdo listados os principais pardmetros sobre QoS:

1) Atraso (delay)
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E um dos parimetros mais importantes, pois 0 comunicagfo por dudio ¢ um
processo de tempo real. Se o atraso for consideravel, a fala tornar-se-a
irreconhecivel.

E um fator inerente  tecnologia e é causado por diversos fatores. Um atraso

aceitavel é de 200 ms.

Ha dois tipos de atraso:

a) Propagacio : € causado pelas caracteristicas do meio de transporte,
normalmente baseado em fibra dptica ou cabos de cobre.

b) Processamento : tem como origem os dispositivos eletrdnicos que codificam a
voz propriamente dita, e normalmente o impacto destes ¢ maior. Cada elemento
constitul um fator de atraso : DSP (~10/20 ms), roteadores, gateway, etc.

Mesmo os codecs contribuem para este fator : 0 G.711 e o G.726 atrasam cerca

de 5ms, e 0 G.729, devido & maior compresséo, cerca de 10ms.

2) litter

Representa a variagio da laténcia, & medida que o tempo passa, causando uma
descontinuidade no fluxo de pacotes. Os mesmos nfo sfo transmitidos de uma

maneira deterministica.

Com um jitter muito elevado, a conversagiio pode conter saltos de modulagio.
Uma solugdo ¢ um buffer de armazenamento temporario de pacotes, de modo a ndo

aumentar a laténcia demasiadamente.
3) Cancelamento de eco
E possivel que exista um eco, a escuta da prépria voz no terminal, devido a uma

circulagfio ocasional dos sons que transitam entre o alto-falante e o microfone do

equipamento VolP.
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Se a diferenga entre 0 som emitido e o percebido exceder 25ms, € possivel
perceber tal situagiio. E necessério eliminar este fénc")neno, ndo apenas por causa do
trafego extra que € produzido, mas também devido ao desconforto que é gerado.

Existe um algoritmo que elimina este problema, o G.168, operante a partir dos

codecs dos DSP’s.
4) Perda de pacotes

Em caso de um congestionamento temporario da rede, pacotes podem ser

descartados ¢ a conseqiiente queda da qualidade da voz pode ser percebida.
5) Fluxo de dados

Os canais que constituem a liga¢fo exigem uma banda de passagem pré-definida,
Se a rede ndo puder suportar tal requisito, em casos extremos, a liga¢do pode ser

derrubada.
6) Disponibilidade da rede

Uma rede IP contemplando o servico de voz deve ser operacional, sempre que
possivel, atingindo as expectativas que sdo proporcionadas pela rede comutada

normal.
7) Qualidade da sinalizagio
No estabelecimento de uma chamada, é importante que os sinais de controle

fechem os circuitos virtuais de voz no menor tempo possivel, evitando esperas

demasiadas por parte dos usuérios.

6. Desvantagens
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A menos que um software de encriptagdo seja utilizado, torna-se possivel captar

o trafego de voz.

Além disso:

-A dependéncia em relagfo a Internet para a realizagdo de comunicagdes com 0
mundo exterior aumenta.

-A qualidade de voz pode variar bastante, de acordo com a utilizagéio geral da
rede.

-Os equipamentos de rede podem requerer atualizagSes.

-A compress&o dos sinais pode resultar em distorgdes.

7. Vantagens

A principal vantagem de utilizar o VoIP ¢ a possibilidade de realizar chamadas

de longa distdncia a um custo muito baixo.

E possivel também citar a transmiss3o opcional (e simulténea) de imagens, além

da integracdo de caixas de correio eletrOnicas.

O link com a Internet é melhor aproveitado e também simplifica o gerenciamento

das comunicagdes.

8. Conclusao

Apesar dos problemas relatados, é possivel afirmar que a tecnologia VolP pode
representar o futuro das comunicagdes bidirecionais e audiveis, devido a crescente
interoperabilidade dos sistemas e padronizagio dos equipamentos de rede, projetados

para alcangar um QoS aceitavel.
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5.3G

1. Introdugao

O vertiginoso desenvolvimento tecnolégico se aplicou também aos sistemas
“wireless”, onde os protétipos primordiais eram transportados em veiculos

automotores, até os terminais atuais, que possibilitam também o acesso a redes de

pacotes.

A tecnologia 3G representa uma convergéncia de vérios sistemas wireless 2G em

um Gnico sistema que envisa tanto a parte terrestre quanto o acesso via satélite.

Os sistemas 3G sfio baseados em comutagfo de pacotes, com varias extensdes
para o suporte de multiplos servigos de voz, dados ¢ imagem, enfatizando a

qualidade de servigo para o suporte de altas taxas de transmissao.

O maior beneficio serd a obtencdio de maiores capacidades e taxas de transmissio
do que as atuais (2.5G). Ser4 possivel a construgdo de servi¢os que restringirdo as
fronteiras existentes entre a computagdo moével e as estagbes de trabalho,

possibilitando a interoperabilidade de ambos os dominios.

2. Tecnologia

Atualmente, existem trés interfaces aéreas : wideband CDMA, UWC-136
(Universal Wireless Communication) e CDMA2000, podendo alcangar de 144 Kbps
até 2 Mbps.

O ITU (International Telecommunication Union) denomina o sistema como IMT-
2000 (International Mobile Telecommunication), que engloba os padrbes ja
mencionados, além de assegurar a compatibilidade com os padrbes legados que

existem (por exemplo, AMPS).
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O ETSI (European Telecommunications Standards Institute) nomeia tal

tecnologia como sendo UMTS.

H4 um esforgo internacional para criar um padrfio Gnico, denominado 3GPP
(Third Generation Partnership Project). Nessa situagfio, a interface escolhida € o
wideband CDMA (WCDMA).

Os principios do sistema incluem controle de poténcia, handoff, receptores,

processamento de chamadas e servigo de dados.

3. Sistemas 2G

Poucas geragdes tecnoldgicas transversaram a comunicagdo mével, partindo de
sistemas baseados em comutacfo de circuitos (2G - GSM, 1S-136, DAMPS, IS-95)

até a comutagio de pacotes em baixa velocidade (2.5G).

Basicamente, pode-se descrever um sistema de comunicagio mével como sendo
composto por dois blocos principais:

-Uma rede de acesso por radio, que verifica a interface aérea.

-Um nticleo que realiza as fungBes de comutacfio e interfaces externas, a exemplo

da Internet e da rede PSTN.

Com as tecnologias 2G, é impossivel nfo existir a exaustdo das freqiiéncias de
radio, devido a alta demanda de dados, principalmente das aplicagdes que envolvem

video.

Para lidar com o alto volume de transferéncias de dados, € necessario
implementar novos protocolos para a evolugdo das comunicag8es méveis, podendo-

se citar o protocolo IP, QoS e as novas tecnologias de radio.

4. Sistemas 3G
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O 3G é baseado em pacotes, podendo ser usado para transmitir texto,
digitalizacio de voz e imagem, a uma velocidade de até 2 Mbps em um terminal sem

fio.

Utilizando os protocolos adotados pela Internet, isso significa que o sistema

estara sempre conectado a rede IP.

A migrac8o nfo é s6 baseada nas melhorias da rede e das interfaces de rddio, mas

sim na evolucéo de vérias tecnologias (EDGE, GPRS, IS-136, etc).

A médio prazo, o XML provera um padrdo para acessar o conteido da Internet.

Uma rede 3G pode ter até trés interfaces aéreas, suportando também o GSM e o

IS-41.

5. CDMA

A tecnologia CDMA ¢ baseada em um padrdio denominado [8-95, que difere dos
sistemnas anteriores por usar técnicas de espalhamento de espectro para a transmisséo

de informag&es por vias aéreas.

Ao invés de dividir o espectro de radio em canais separados por freqiiéncia ou

tempo, 0 CDMA separa os usudrios através de codigos dentro do mesmo espectro.

As vantagens incluem:
-Alta capacidade para acomodar muitos usudrios

-Imunidade a interferéncias de outros sinais

Em cada fluxo de voz, é atribuida uma seqiiéncia que direciona a resposta

apropriada ao usudrio correspondente.
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O terminal extrai o sinal usando o c6digo apropriado. O 4udio resultante contera

somente a conversacio, eliminando os ruidos de fundo.

Isso permite a reutilizacdo das freqiiéncias, ocupando o mesmo espago no canal

de comunicacdo ¢ aumentando o niimero de usuérios simultaneos.

Os problemas sdo:
-Qualidade da recepgdo

-Alteracéio da voz transmitida

Para resolvé-los, as operadoras usam vocoders de 13 Kbps.

Qutra vantagem é a simplificagdo na expansdo do sistema, pois todos os

transmissores usam a mesma freqiiéncia.

O padrio CMDA2000 prové a migracio dos sistemas 2G atuais, sendo
atualmente composto de uma interface aérea e de uma rede central, sendo compativel

com o padrdo cdmaOne e com o IS-95.

6. WCDMA

O WCDMA (Wideband CDMA) ¢ uma das interfaces aéreas de multiplo acesso
mais apropriadas para os sistemas de terceira geragdo, tendo um canal com largura de

faixa de 5 MHz ou 10 MHz, além de ser compativel com o GSM.

O WCDMA original utilizava uma taxa de 4.096 Mcps (Megachips por segundo},
mas atualmente uma taxa de 3.84 Mcps é implementada, para o suporte simultdneo

do CDMA2000.

O WCDMA também utilizard um controle de poténcia de transmissdo ¢ recepgao,

a uma taxa de 1600 vezes por segundo.



Outro aspecto importante é o que especifica uma operagéo assincrona da estagéo-

base. diferentemente do CMDA2000.

A interface aérea focara em redes assincronas e sincronas. Em uma rede sincrona.

a atualizacdo ocorrera a cada poucos microssegundos.

Em redes assincronas, as estagdes-base nfo estarfio em sintonia, eliminando o uso
do GPS (Global Positioning System) e facilitando a expanséo das instalagdes do
WCDMA.

A camada fisica provera dois tipos de pacotes, para canais randomicos ou

dedicados.

O acesso randdmico ¢ utilizado em comunicagdes com freqiiéncia ocasional,
podendo carregar informagdes de controle e/ou dados a partir do terminal para a
estaco-base. O canal ndio ¢ mantido entre as comunicagdes, resultando em um

overhead menor.

Um canal dedicado é para as comunicagdes mais freqiientes, tanto para o upload

ou o download de informagdes.

O espectro do WCDMA também incorpora informagdes de video que sdo

enviadas em pacotes.

7. Estrutura
As redes 3G tém uma estrutura em camadas, sendo que a primeira é a camada de
conectividade, provendo suporte para voz ¢ dados. Consiste em equipamentos de

rede: roteadores, switches ATM ¢ sistemas de transmissio.

A seguir. estd a camada de controle, composta por servidores de HLR, etc.
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A préxima camada refere-se a aplicagdes, permitindo o desenvolvimento de

servigos (m-commerce, GPS, etc.)

Ha muitos grupos desenvolvendo padrdes para a estrutura 3G, e o grupo principal

denomina-se 3GPP (Third Generation Partnership Project).

8. Infraestrutura

A partir da perspectiva do usudrio, o 3G ¢ somente uma tecnologia de RF.

Entretanto, a operadora tem de instalar uma consideravel infraestrutura de rede

cabeada (terrestre) para tanto.
O RAN (Radio Access Network) é uma denominagfo coletiva dos componentes
de infraestrutura interligados por cabos, suportando acessos sem fio,

independentemente da tecnologia do nucleo da rede.

E responsavel pelo gerenciamento das sessdes, conectividade com o PSTN

(Public Switched Telephone Network) ¢ com a Internet.

Os elementos bésicos que compdem o RAN séo :

1) Equipamento do usuario

Também chamado de estagdo moével, inclui o celular 3G, o PDA (Personal

Digital Assistants) e modems conectados a PCs.

2) NoB

Também chamado de BSC (Base Station Controller), prové a interface entre o
handset € o RNC (Radio Network Controller) ¢ estd envolvido nas decisbes de

handover, a partir do sinal RF da estacdo movel.
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3) RNC (Radio Network Controller)

Coordena as estagdes-base e controla as atividades de handover das chamadas

entre as estacoes.
4) Core Network Interface

Também chamado de MSC (Mobile Switching Center), denota a infraestrutura de
rede ligada ao RAN (Radio Access Network). Exemplo : Internet, PSTN.

9. ATM
O grupo 3GPP define uma série de protocolos entre 0 RAN WCDMA:

Os servigos 3G operam a partir de infraestrutura ATM, projetada para interoperar
com redes publicas orientadas & conexfio ou por pacotes. Exemplos : multiplexacdo
de voz e dados, QoS, estabelecimento da conexdio através das camadas de adaptacéo

AAL-2 e AAL-5, além dos protocolos de sinalizagdo UNI e NNI.

A interconexdo dos elementos de rede da RAN ¢ o ndcleo da rede ¢ desenvolvida

através das interfaces Iub, Tur and [u da camada 2 do ATM:

a) A interface Iu divide-se em duas partes: orientado a circuito e a pacote. A
interface lu € baseada no trafego de voz em circuitos virtuais usando AALD e IP
sobre ATM usando a tecnologia AALS. E a comunicagio entre 0 RNC e a rede

central.
b) A interface Iub € a conexdo entre 0 N6 B ¢ a RNC,

¢) O lur ¢ a interface de comunicagio entre RNCs adjacentes.
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Os protocolos especificos incluem o procedimento de conexdo entre a parte de
RF e os sistemas terrestres da rede. além de suportar recursos especificos (handover).
E uma complexa operacio que demanda coordernacdo entre o sinal de RF recebido ¢
as multi-conexdes da infraestrutura de rede.

10. Arquitetura detalhada

Em uma rede 3G, ¢ possivel detalhar a arquitetura em varius partes:

1) GMM (Global Mobility Management)

O protocolo define funcdes de conexdes. seguranca e roteamento,

2YNBAP (Node B Appiication Part)

Prové procedimentos para broadcast, supervisionamenio de recursos l6gicos ou

dedicados e distribuicfo de informacdes de paging.

3) PDCP (Packet Data Convergence Protocol)

Mapeia caracteristicas de alto nivel em caracteristicas da interface de radio. além

de prover a transparéncia para protocolos de nivel mais alto.

4) RLC (Radio Link Control)

Prové o controle das ligagdes logicas da interface de radio.

3} MAC (Medium Access Control)

Controla os procedimentos de acesso para o canal de radio.

6) RRC (Radio resource Control)
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Supervisiona a alocagdo e a manutencdo de canais de comunicagéio por radio.
7) RANAP (Radio Access Network Application Protocol)

Encapsuia a sinalizagdo de camadas mais altas. Supervisiona a sinalizacéo entre o

RNC e as conexdes orientadas a circuito do MSC.
8) RNSAP (Radio Network Service Application Part)
Prové a comunicagdo entre RNCs.
9) GTP (GPRS Tunnel Protocol)

Prove o tunelamento atraves da rede IP. adicionando informagdes de roteamento.

Opera acima do TCP/UDP.
10 ) MAP (Mobile Application Part)

Suporta a sinalizac¢éio entre 0 HLR (Home Location Register) e 0 SGSN (Serving

GPRS Support Node).
11) Sinalizacio AAL2

Protocolos utilizados para transferéncia de voz sobre uma infraestrutura ATM

usando a camada de adaptagdo 2.
12) Sigtran

Protocolos para transferir sinalizagdo SCN (Switched Circuit Network) em uma

rede IP.
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11.Desvantagens

As desvantagens incluem:
-Instabilidade da rede
-Cobertura incompleta
-Qualidade sonora

-Maior consumo de energia, devido & grande complexidade dos circuitos

eletrOnicos.
12.Vantagens
As vantagens sdo:
-Maior seguranca nos servicos disponiveis.
-Conexdo permanente a Internet.

-Capacidades de posicionamento global (GPS)

13.Concluséo
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Figura 6 — Aplicagdes 3G

Atualmente, sistemas 3G estdo sendo utilizados em poucos paises, devido ao alto
custo em ampliar toda a infra-estrutura j4 existente.

No entanto, é a tecnologia que representara o maior avango tecnologico nas
comunicacdes moéveis. pois converge dois dominios (voz ¢ dados) em uma Unica

entidade.



6. VPN

1. Introducao

A necessidade de seguranca na permutacdo de informagdes consideradas valiosas
resultou no desenvolvimento de sofisticados algoritmos de encriptagio em tempo

real. possibilitando a criago de redes virtuais.

Uma VPN transmite informagdes utilizando redes de computadores, mas

encriptando os dados para garantir a seguranga dos usuarios.

Uma analogia ¢ visualizar a VPN como sendo a emulagio de um circuito fechado

em uma rede particular.

Em outras palavras. é uma tecnologia que permite a criagio de uma conexio (ou

tunel) virtual segura mesmo utilizando estagdes interligadas por uma rede publica.

E um ambiente cujo acesso é restrito a um conjunto de estacdes, tendo como

denominador comum um meio de comunicacdo ndo-exclusivo.
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Figura 7 — Uma topologia VPN tipica

2. Tecnoiogia

As VPNs podem existir entre uma méquina individual ¢ uma rede privativa. Os
recursos de seguranca incluem encriptagdo, autenticagdio forte e mecanismos de

mascaramento de informacoes.
Normalmente, engloba trés componentes:

1) Controle do acesso : determina quais usudrios poderdo acessar a VPN. Sem

este recurso, os dados estarfio protegidos, mas a rede em si provavelmente néo.

2) Controle do trafego : o protocolo aumenta o trafego, existindo um risco de
afetar o desempenho da rede como um todo. Uma solugio VPN deve contemplar o
compartilhamento adequado da midia, de acordo com a importincia da informagdo

que ¢é transportada pela mesma.



3) Gerenciamento da complexidade : a medida que se expande a infraestrutura. a
complexidade da mesma tende a crescer. O crescimento ordenado ¢ um fator de
grande importdncia. na medida em que pode ser controlado de modo similar aos

outros dispositivos de seguranca da empresa.

Duas funcdes basicas sdo desempenhadas:

1) Encriptacdo : os dados a serem transmitidos sd3o codificados de modo a
proteger a confidencialidade dos mesmos. Uma alternativa ¢ a utilizagfo do [PSec

(IP Security).

2) Tunelamento : as informagdes sdo encapsuladas dentro de pacotes TCP/IP para
que seja possivel o transporte através da Internet. Ha muitos tipos de tunelamento

que podem ser utilizados.

3. Estrutura

Elementos basicos de uma rede VPN : servidor VPN. cliente VPN e protocolos

de tunelamento.
A seguir, sfo descritos tais elementos:

Servidor de VPN : é um computador central que aceita conexdes VPN a partir
dos clientes remotos. Normalmente, contém um acesso a Internet de alta velocidade

(E1/T1, Frame Relay, xDSL. etc).

Cliente VPN : inicia uma conexdo segura ao servidor. Pode ser um computador

comum ou um roteador, para obter uma conexio roteador-a-roteador.

Protocolos de tunelamento : padrdes de comunicacdio para gerenciar os tuneis €

encapsulamento ¢ encriptagéo de dados.



Uma soluciio VPN deve prover. pelo menos. as seguintes fungdes:
1) Autenticacdo do usudrio : o sistema deve verificar a 1dentidade do usuario ¢
restringir o acesso aos Usuirios autorizados.

Além disso. deve registrar a hora do acesso e o tipo da informagdo acessada.

2) Gerenciamento dos enderecos : a solugio deve designar um enderego para a

estacdo do usuario, sem fornecer os enderegos reservados.

3) Encriptagdo de dados : os dados porventura extraidos a partir da rede publica

devem ser ininteligiveis para tais acessos ndo-autorizados.
4) Controle das chaves : o sistema deve gerar chaves para o cliente € o servidor,
5) Suporte a vérios protocolos : a solugdo deve ser capaz de ler informagdes a
partir dos protocolos de rede mais utilizados. Exemplos: o IP e o IPX (Internet

Packet Exchange), embora o Gltimo seja de uso mais restrito.

VPNs também suportam varios métodos de autenticagdo. podendo-se citar 0

Radius, o SecurelD e certificados digitais.

4. Implementa¢des

Para a implementagdo de uma VPN, existem trés categorias principais:

1) Baseada em hardware

Muitos VPNs baseados em hardware sdo roteadores com fungdes de encriptacéo.

Estes equipamentos maximizam as capacidades do hardware disponivel e

normalmente tém a melhor vazio de dados dentre todos os sistemas VPN.



O problema ¢ a baixa flexibilidade destes sistemas. sendo que os mais antigos

ndo permitem a atualizacdo do software residente.
2) Baseada em firewall

Estes equipamentos utilizam os recursos dos mecanismos de seguranga inerentes
a um firewall, podendo também fazer a tradugdo de enderegos e alarmes em tempo
real. As protecdes existentes nos sistemas operacionais provéem grande seguranca.

A desvantagem ¢ o alto overhead proveniente dos varios softwares especificos

que sdo executados em paralelo.

3) Baseada em aplicacdes

VPNs baseados em aplicacdes tém grande flexibilidade no gerenciamento do
tratego associado, podendo criar tuneis de acordo com endere¢os, protocolos, etc.
Entretanto. sdo mais dificeis de gerenciar. pois exigem proeficiéncia no sistema

operacional utilizado, no pacote de software especifico. dentre outros fatores.

As distingdes existentes entre as trés implementacdes estdo lentamente tornando-

se cada vez menos definiveis.

5. Tunelamento

Um tunel ¢ uma combinag@o de encriptagfo, autenticacdo e outros esquemas de

seguranca, permitindo a operacéo de uma VPN em uma rede insegura.

Em caso de ocorrer varios acessos remotos, deve existir um tinel para cada

conexao.

O tunelamento encapsula os frames originais. adicionando ainda um cabegalho.
que prové informacdes de roteamento para atravessar o caminho l6gico formado pela

rede intermediaria.



Pode ser descrito como encapsulagdo. transmissdo e extracdo de pacotes.

Exemplos antigos incluem o SNA (System Network Architecture) sobre IP.
encapsuiado em um pacote UDP. Acontece um evento similar em redes [PX, a partir

de um servidor NetWare.

Tecnologias recentes incluem o PPTP, L2TP e o [PSec.
Tipos de tineis:

1) Tuneis voluntarios : um cliente pode emitir uma requisicio de VPN para criar
um tinel voluntario. Neste caso. o computador do usudrio age como um terminante

do thnel.

2) Tuneis compulsérios : um servidor habilitado para VPN cria um tinel

compulsorio. em caso de acesso por linha discada.

6. Camadas 2/3

Obviamente, para que um tunel seja estabelecido. o servidor € o cliente devem
utilizar 0 mesmo protocolo de tunelamento, que pode estar na camada 2 ou 3, de

acordo com o modelo OSI (Open Systems Interconnection).

Qs protocolos que operam na camada 2 (enlace) usam frames como a unidade de

intercambio.

O PPTP. o L.2TP e o L2F s&o protocoios de tunelamento que operam na camada
2. encapsulando as informagdes em um frame PPP (Point-to-Pomt Protocol). Uma
solucdo VPN que os utilize atinge os requisitos basicos. Outras solugdes, tal como o

IPSec. alcanga alguns dos requisitos necessarios.
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Os protocolos que atuam na camada 3 assumem que todos os problemas de
configuragdo foram solucionados e nfio ha a fase de manutencio do tinel. Apds a

formacdo do tunel. os dados podem ser transmitdos.

7. PPP/L2SEC

1) PPTP : O PPTP (Point-to-Point Tunneling Protocol) ¢ uma extensdo do
protocolo PPP (Point-to-Point Protocol) que permite a encapsulagdo de quadros PPP

em datagramas IP.

O sistema utiliza uma conexdo TCP para manter o tunel. com dados comprimidos

¢ encriptados.
2)L2TP : O L2TP (Layer 2 Tunneling Protocol)

Na teoria, o L2TP encapsula os frames PPP para as redes IP. X.25, Frame Relay
e ATM. Na prética, ¢ utilizado o L2TP sobre IP, utilizando o UDP e uma série de

mensagens para manter ¢ tunel.

Os protocolos de tunelamento que operam na camada 2 usam o EAP (Extensible
Authentication Protocol) e suportam uma grande variedade de métodos de

autentica¢do, incluindo senhas. criptografadores e cartdes inteligentes.

Além disso. tém os seguintes recursos:

1) Designio dindmico de enderego : baseado no mecanismo de negociagdo NCP
(Network Control Protocol).

2) Compressio € encriptagio de dados

3) Gerenciamento de chaves

4) Suporte a muiti-protocolos
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3. IPSec

O IPSec (Internet Protocol Security), definido pelo IEEE. ¢ 0 mecanismo mais

utilizado para garantir a seguranca de um trafego percorrendo uma VPN.

Pode utilizar o DES., 3DES e outros algoritmos para criptografar dados,
algoritmos de hash (HMAC, MD5) para autenticar pacotes e certificados digitais
para validar chaves publicas.

O protocolo inclui trés elementos de seguranga principais:

I) Autenticacio do cabecalho

Prové a integridade adicionando informagdes de autentica¢do no datagrama IP,

assegurando que os dados ndo estardo disponiveis para uma esta¢do nio-autorizada.
2) Seguranca no encapsulamento

Pode prover integridade e autenticacfio. de acordo com o algoritmo utilizado.

Parte do cabegalho e todos os dados do datagrama séo encriptados.

3) Alteracfio da chave

E um protocolo para gerenciar as chaves utilizadas nos itens anteriores. Prové

uma solucio muito escalavei.

9. Chaves

Distribuicdo de chaves : é um dos principais pontos de verificagdo a ser

verificado, pois isso determina o acesso ao sistema.



A chave ¢ um cddigo usado pelo algoritmo de encriptagdo para criar uma versdo

normalmente ininteligivel das informagdes a serem protegidas.

Existem dois tipos de chaves : simétricas e assimétricas.

Quando a mesma chave ¢ usada para decriptar e encriptar as informagdes. as
chaves sdo simétricas e as extremidades da rede compartilham as mesmas chaves.

E crucial distribuir as chaves simétricas com aita seguranca, utilizando pelo

menos o SSL/TLS, SFTP ou SCP.

Qutra solugdo ¢ criptografar os dados com uma chave e descodificar com outra.
que ndo podem ser intercambiadas. S&o as chaves assimétricas, e sfo compostas de

uma chave publica ¢ uma chave privada.

A chave publica pode ser transmitida de um modo ndo secreto. Entretanto, a
chave publica ndo pode ser inteceptada e modificada. pois isso possibilitaria um

ataque que derrotaria a protecio proporcionada pela VPN.

A chave secreta ndo pode ser transmitida e € utilizada para decifrar as mensagens
recebidas. As chaves assimétricas so tipicamente longas — de 1024 a 2048 bits.

requerendo uma carga consideravel de poder de processamento.

A seguranca depende muito do comprimento das chaves. Uma chave com 16 bits

prové apenas 65.536 combinagdes.

10.DES

Um dos melhores métodos de encriptagdo ¢ o DES (Data Encryption Standard).

existindo as variacdes 3DES (Triple DES) e o Triple-Pass DES.

O DES utiliza uma chave de 56 bits para codificar informacdes em blocos de 64

bits. Entretanto, devido ao tamanho da chave, ¢ possivel percorrer todas as



combinacdes em pouco tempo. utilizando hardware especiaimente projetado para

tanto.

Assim. o Triple-Pass DES aumenta a seguranga encriptando a informagfo
muitiplas vezes: os dados sdo codificados usando uma chave de 56 bits. O resultado é
decriptado com outra chave de 56 bits. Finalmente. ¢ encriptado novamente usando a
primeira chave.

O resultado € uma chave de 112 bits.

() 3DES utiliza 0 mesmo algoritmo, mas o executa com trés chaves diferentes,

obtendo-se um cédigo de 168 bits.
11. Assinaturas digitais
A tecnologia de autenticacdo garante :
1) A identidade dos participantes
2) A integridade da informacéo recebida

Ha muitos tipos de autenticagdo, sendo que o mais comum ¢ simplesmente o

nome de login e a senha.

Um corolario é a necessidade de utilizar nomes ¢ senhas nio muito extensas.

Mesmo assim. podem existir problemas de seguranga neste quesito.

Existe uma tecnologia denominada certificacéo digital que permite a autenticacio

sem a necessidade de utilizar logins e senhas.

Um certificado digital € um registro que inclui informacdes tais como o nome da

pessoa, endereco, chave puiblica e a validade do certificado.
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Em uma VPN. o certificado ¢ utilizado de modo andlogo a um passaporie, no

sentido de identificar o usudrio que esta tentando conectar-se a uma rede.

Para verificar que a informagdo recebida € auténtica. ¢ utilizada uma tecnologia

chamada assinatura digital. que garante a integridade e a origem do certificado.
A criagdo segue dois passos:

1) A mensagem transmitida ¢ processada utilizando-se um algoritmo chamado

funcdo de hash, que transforma uma seqiéncia de dados em um numero de

comprimento fixo.

O nimero que & criado é chamado de sinopse da mensagen. Alterando-se a

mensagem, a sinopse altera-se tambem.

As funcdes de hash incluem o SHA (Secure Hash Algorithm) e o MD5 (Message
Digest 5).

2) A sinopse ¢ criptografada usando a chave ndo publica, gerando a assinatura

digital.

Para garantir a autenticidade de uma mensagem, deve-se criar uma assinatura

digital e inclui-la na resposta.
O cliente testa a autenticidade da seguinte forma:

1) Descriptando a assinatura usando a chave publica.
2) Recalculando a sinopse usando a fungéo de hash.

3) Comparando os dois resultados.

Se forem idénticos, é possivel afirmar que a mensagem ¢ auténtica e nfo foi

alterada.
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Um CA (Certificate Authority) aceita chaves publicas com uma prova de

identificacio e gera certificados digitais. Manter um CA ¢ uma tarefa ndo trivial.

Um PKI (Public Key Infrastructure) ¢ um conjunto de servi¢os de seguranga para

gerenciar chaves e certificados digitais e prové coordenagdo entre multiplos CAs.

Os certificados digitais provaveimente sdo a melhor forma de autenticagdo atual.

12.Conclusao

A combinagiio de encriptagdo, assinaturas digitais, chaves. tunelamento ¢

autenticagdo possibilita a criaco de conexdes seguras, mesmo utilizando a Internet.

Os sistemas de hardware e software que implementam uma VPN utilizam uma

variagdo destes padrdes de seguranca.

A profusio de servigos digitais delinham a tendéncia a ser seguida no futuro,
sendo que a autenticagfo emerge como um dos elementos principais de um sistema

que utilize a Internet.
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7. CONTINGENCIA

1. Introducao

A crescente dependéncia da sociedade moderna por sistemas de informagdo
resultou na necessidade de maquinas resilientes. onde a disponibilidade ininterrupta

passa a ser uma caracteristica primdria.

No passado, apenas o acesso aos mainframes era considerado um aplicativo de

missdo critica.

Atualmente. arquiteturas cliente/servidor e sistemas de multiplas camadas
tornaram-se cruciais para a operagdo eficiente da maioria dos processos

automatizados.

A disponibilidade dos servidores das redes em questdo tornou-se um requisito

obrigatdrio.

E a demanda por redes HA (High Availability) tornou-se ainda maior, com a
convergéncia de redes de voz ¢ dados em uma estrutura [P comum, além dos novos
aplicativos com alta demanda de QoS, armazenamento remoto de dados, redes

multisservico e video em demanda.

Assim. a tendéncia € que os sistemas de rede tenham como um critério basico a

possibilidade de evolugdo para alta disponibilidade.

2. Redes de alta disponiblidade

A existéncia de camadas passou a ser um imperativo nos dominios da informatica

e das telecomunicagdes. em equipamentos e/ou software.
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Isso facilita a deteccdo e corregdo de problemas. solucionando-os com

substituicdes e/ou reparos dos elementos que compdem as camadas.

Além disso. essa metodologia possibilita um projeto modular. existindo também

implementagdes proprietarias.
Para a construgdo de redes tolerantes a falhas, trés camadas sdo necessarias:
1) Camada de acesso : onde as estagdes se conectam a rede em questio.
2) Camada de distribuigdio : um ponto de concentragao das camadas de acesso

3) Nicleo : conecta todas as camadas de distribuigdo, contendo varios

roteadores capazes de suportar o trafego da rede.

3. Camada de acesso

Normalmente. os dispositivos que implementam esta camada s3o concentradores
(hubs), unidades de acesso ou armarios especiais que ficam situados em cada andar

de um edificio.

Os cabos que sio conectados nos equipamentos dos usuarios geralmente

terminam em um dos elementos anteriormente citados.

Para que ocorra a separagdo de broadcasts, normalmente redes virtuais podem ser

programadas nesta camada.

Utilizando tal metodologia, em caso de falha. os usugrios que fazem uso desta

camada serfio afetados, mas o restante podera continuar a utilizar a rede.
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Dependendo dos requisitos do projeto. a utilizagdo de UPS (uninterruptible

power supply) pode vir a ser uma necessidade.

A maioria do trabalho de administragfio de rede é realizada nesta camada. pois 0s

dispositivos de rede estdo na camada de acesso. podendo tambem conter switches e

roteadores.

A quantidade de equipamentos a utilizar sera determinada pelo trafego da rede,

além do ntmero de usuarios.
4. Camada de distribuicao

A funcdo da camada de distribuigio € permitir que a camada de acesso tenha

comunicagdo com o nicleo.

O projeto ¢ desenvolvido de um modo que os dispositivos da camada de acesso

tenham intercimbio de pacotes entre si, além de permitir a transferéncia de

informagéo para o nucleo.

Os seguintes aparatos podem ser encontrados:

-Firewalls

-Roteamento entre redes
-Listas de acesso
-Filtragem de pacotes

-Politicas de seguranca, €tc.

Sendo que as camadas de acesso serdo interligadas pela camada de Distribuicéo,
¢ importante assegurar que os dispositivos que a constituem sejam capazes de

suportar altos volumes de trafego.



Muitas funcdes desta camada exigem o uso de roteadores. assim ¢ relevanie
afirmar que tais equipamentos devem ter a capacidade de desempenhar muitas

funcdes previstas na camada 3 do modelo OSL.

Pode-se citar : translacdo de seguranga, concentragio de pontos de acesso. etc.

5. Redundancia

Para aumentar a confiabilidade da rede, a redundéncia é um importante recurso

existente na camada de distribuicio, pois falhas neste subsisterna devem ser evitadas.

Normalmente, os dispositivos da camada de distribuigdo sdo duplicados, com
uma interconexdo de rede entre os mesmos. Além disso, contém fontes de energia

redundantes e utilizam no minimo dois links para a camada de acesso.

Softwares de geréncia sdo usados para monitorar tal rede. denominada de alta

disponibilidade (HA).

Para suportar o trafego da rede e os protocolos de seguranca. a velocidade dos
processadores dos roteadores e a quanidade de memoria RAM ndo podem ser

subdimensionadas.

6. Nuacleo

Um nucleo conecta duas ou mais redes de distribuigdo, sendo que a énfase deve
ser a velocidade do sistema, evitando congestionamentos nos pontos de comunicagao

entre as redes.

Assim, no é possivel implementar politicas de seguranca, filtros e firewalls, pois

isso diminuiria a eficiéncia global. Essa tarefa ¢ delegada & camada de Distribui¢do.
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Nio existe um projeto ja definido nesta camada, isso dependera mais dos

requisitos iniciais.

Existem argumentos para que somente a camada 2 OS] seja utilizada. para a

obtencio de maiores velocidades.

Alguns sistemas também usam a camada 3, devido aos protocolos de roteamento,

convergéncia rapida e capacidades de redundéncia.

7. Redes HA

O projeto de uma rede HA requer uma combinagdo de tecnologias de rede e
procedimentos operacionais complementares, tendo-se em vista as seguintes

consideragdes:
1} Objetivos

Uma rede HA deve conter pardmetros mensurdveis, tendo como um dos

indicadores principais o MTBF da rede.
2) Diagnéstico e procedimentos em caso de falha

E importante no sentido de evitar a recorréncia dos problemas ja surgidos no
passado. Pode incluir a existéncia de instrumentos de precisdo com capacidade de

correlacionar eventos.
3) Confiabilidade dos equipamentos
A qualidade do hardware a utilizar deve estar associada 4 camada de operacdo do

dispositivo, além do impacto resultante em caso de um problema no equipamento.

Um sistema em produgdo no nicleo deve ser redundante e/ou tolerante a falhas.
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4) Praticas operacionais

Os problemas que ndo dependem do hardware da rede podem ser reduzidos

mediante a adocdo dos procedimentos operacionais mais utilizados.
8. Dispositivos tolerantes a falha

Um caminho para a construgio de redes de alta disponibilidade ¢ a utilizagdo de

equipamentos com tolerncia a falha.

Isto ¢ obtido com o uso de sistemas backup para os componentes-chave, por

exemplo: fontes redundantes, processadores extras, duplicagéo de mainboards, etc.
Além disso. tais sistemas devern suportar ao menos duas conexdes com a rede.

E possivel obter um MTBF (Mean Time Between Failure) de milhares de horas,

teoricamente, atingindo a disponibilidade de 99.99%%.

Entretanto. existem algumas desvantagens em um projeto orientado a tais

equipamentos:

1) Os recursos para a aquisi¢do desses dispositivos normalmente tém de ser

multiplicados por dois.

2) O principio de funcionamento € o “hot stand-by”. significando que uma parte
do equipamento nfo contribuird para o aumento de performance do sistema

como um todo.

3) O foco em apenas alguns dispositivos pode acarretar em uma negligéncia em
outros fatores também importantes. Exemplos : problemas de software,
controle do ambiente de operagdo, que podem diminuir a confiabilidade da

rede.
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Entretanto, € um enfoque valido se o sistema nio tiver simples pontos de falha e
for completamente redundante, podendo-se¢ observar entio altos niveis de

disponibilidade da rede.
9. Fatores importantes
Os principais fatores que influem no MTBF de uma rede sio:

1) Adogéo de uma série de praticas para gerenciamento das falhas
2) Controle de configuragio de equipamentos de rede

3) Privilégios de acesso e seguranga

4) Controle de versdo de software

5) Qualidade do cabeamento

6) Manutencio da rede

Considera-se que a verificagio apurada desses requisitos pode fazer com que a

duplicagdo total da rede néo seja tdo benéfica para a qualidade geral do sistema.

10.Balanceamento de carga

Redes baseadas em OSPF ou EIGRP podem proporcionar balanceamento de

carga entre varios links.

Em caso de falha em um circuito, sdo capazes de reestabelecer a comunicagiio

entre tais redes em poucos segundos (10s ou menos).

Com um ajuste nos relégios de controle, torna-se possivel obter altos indices de

disponibilidade da rede.

11.Topologias redundantes



69

Uma outra tecnologia para construir redes HA ¢ justamente obter a maior parte
da confiabilidade com uma topologia redundante, ao invés de enfatizar somente a

confiabilidade dos equipamentos de rede em questio.

Por exemplo, em um sistema de missfo critica, é possivel duplicar as conexdes
de rede existentes entre 0 computador central (servidor) e os clientes que acessam tal

equipamento.

Existem algumas vantagens nesta tecnologia:

1) Os elementos que provém a redundéncia nfo precisam estar localizados nos

equipamentos de rede, diminuindo a ocorréncia global de problemas.

2) Os problemas de software podem ser corrigidos na rede primaria, enquanto a
rede secunddria continua a interligar os sistemas que compdem o ambiente em

questio.

Isso reduz os problemas que nfo envolvem o hardware da rede.

3) Com a redundéncia da rede, cada dispositivo ndo precisa ser especialmente
configurado, com a excegio dos equipamentos que operam no niicleo, que precisam

conter sistemas de tolerincia a falha.

4) A distribuigdo do trafego pode ser melhor balanceada com redes redundantes,

aumentando o desempenho da rede duplicada.
5) As redes redundantes podem ser configuradas para isolar automaticamente a

parte que apresentar problemas, ¢ o tempo de interrup¢do do servigo se resume a

demora da comutagfio propriamente dita, que pode durar apenas alguns segundos.

12.Outras tecnologias
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1) Fast Spanning Tree
Esse protocolo foi desenvolvido para superar as limitagSes logicas das trés
camadas ja descritas e permitir uma rapida convergéncia, reduzindo o tempo de

comutagio das redes redundantes.

Se uma das conexdes entre as duas camadas superiores deixar de operar, o

protocolo tentaré encontrar um caminho alternativo.

2) PVST

O Per-VLAN Spanning Tree permite que o trafego existente entre a camada de

distribui¢do de acesso seja dividido entre as conexdes redundantes.

3)ISL

O protocolo Interswitch link também opera em linhas de comunicagio

redundantes.

Em caso de queda de um link, o protocolo procurard o link mais adequado para

substitui-lo.

4) VIP

A fungdo do “Virtual IP Address / Interface Redundancy” ¢é obter enderegos IP

que possam ser usados em duas ou mais conexdes fisicas.

Os enderegos MAC ¢ IP s@io compartilhados, e nfo podem ser alterados em caso

do link reserva ser ativado.

13.Conclusao
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Para sistemas de HA, provavelmente a melhor solu¢fio é uma combinagio de
topologias que combinem a redunddncia de equipamentos com a duplicagio do

cabeamento das redes.

Com a correta sincronizagfio dos reldgios e protocolos existentes nesses sistemas,

¢ possivel conseguir tempos de indisponibilidade da ordem de dezenas de segundos.

A convergéncia tecnolégica provavelmente fard com que as redes HA sejam
absolutamente necessarias, resultando na diminui¢do das interrupgBes observadas,

até que estejam em par com os padrdes alcancados pelos servigos de voz atuais.
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8. GIGABIT ETHERNET

1. Introdugéao

A revolugdo tecnoldgica estendeu-se também ao campo das redes de
computadores, onde a capacidade inicial do padrfio mais disseminado (Ethernet)
evoluiu de 10Mbps para mais de 10Gbps, resultando no padrdo de fato na citada

area.

A mailor vantagem deste padrfio ¢ a possibilidade de utilizar aplicativos que
demandam alta vazdo de dados, acompanhando a evolugdo dos processadores ¢

mantendo a infraestrutura ja instalada.

2. Historico

A Ethernet (IEEE 802.3) ¢ o padriio de fato em uma rede CSMA/CD, cujas
especificacdes foram publicadas em 1985. E baseada em uma tecnologia antiga,
denominada ALOHA. A velocidade era de 2.9 Mbps, conectando cem maquinas em
um cabo de 1 Km de extensdo. O protdtipo teve sucesso, sendo expandido

rapidamente para 10 Mbps.

Basicamente, CSMA/CD designa uma tecnologia de compartilhamento de midia,
disciplinando o uso da mesma.

Antes de encaminhar um pacote, a estagdo deve perscultar a midia. Se ndo ha
informagdes transitando na midia, é possivel transmitir os dados do pacote.

Se dois computadores emitirem informacgdes ao mesmo tempo, uma colisdo
ocorrerd. Um lapso de tempo deve ser respeitado, antes de reenviar 0s mesmos

pacotes.
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Em 1995, o padrdo Fast Ethernet foi anunciado, tendo uma velocidade de 100

Mbps. Recursos adicionais eram : a possibilidade de transmissgo full-duplex e auto-

negociacio.

Operando nessa velocidade, as colisSes tendem a ocorrer mais freqiientemente.

Por essa razfio, as redes 100 Base-T usam hubs para separar as tedes em

dominios elétricos diferentes, além de switches para criar um caminho Gnico entre as

cstacles.

Obviamente, o préximo passo da evolugio ¢ o Gigabit Ethernet, denominado

IEEE 802.3z.
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Figura 8 — Representagfio gréfica da tecnologia Gigabit Ethernet

3. Cabeamento

Ha o suporte tanto para half-duplex (CSMA/CD) como para full duplex, além de

controle de fluxo e gerenciamento de objetos. E possivel operar em par trangado

(UTP/150 ohms) categoria 5, fibra optica multi-modo (MMF) e também em modo

simples (SMEF):
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A padronizagio 1000 Base-CX (coax) define os requisitos para Gigabit Ethernet
em um cabo especial, balanceado e blindado, até uma distincia de 25 m. E utilizado
principalmente para interligar equipamentos de rede (hubs, servidores e switches)

que estio normalmente localizados em uma sala.

A utilizag8o universal dos cabos categoria 5 resultou em um novo padrdo, 1000
Base-T, publicado em 1999. O comprimento do mesmo pode atingir até 100 m ¢ um
cabo categoria 5 deve conter 4 pares trangados sem blindagem. O padrdo 1000 Base-
T requer todos os oito fios e deve seguir os requisitos descritos no padrdo TIA

(Telecommunications Industry Association ) 568-A.

Recentes methorias incluem a utilizagdo de fibra Optica na camada fisica. O
padrio 1000 Base-SX (short wavelength) utiliza um par dual para conectar os
equipamentos. O cabo pode atingir até 275m, usando uma fibra multimodo de 62

micrémetros.

No caso da fibra ser de 50 micrémetros, a distincia pode alcancar até 550m.

Outro padrio é o 1000 Base-LX (long wavelength), que pode atingir at€ 5

quilémetros, utilizando um par de fibras de 10 micrémetros.

4. Tecnologia

Gigabit Ethernet estende os padrdes IEEE 802.3, que determina as velocidades de
10 e 100 Mbps, sendo que tais especificacSes foram publicadas em 1998.
Teoricamente, pode alcangar 1000 Mbps (1 Gbps).

Em modo half-duplex, Gigabit Ethernet utiliza o sistema CSMA/CD para

resolver o acesso & midia compartilhada.
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Em modo full-duplex, todas as conexdes sdo ponto-a-ponto, ¢ multiplas sessdes

podem existir na rede sem colisdes.

O tamanho minimo do quadro ¢ de 64 bytes, para diminuir a possibilidade de

colisGes.

E melhor utilizado em trafego de rajadas (“bursty”™), onde a laténcia torna-se mais

critica do que a largura de banda propriamente dita.

E um protocolo nfio orientado & conexdo, e cada frame Ethernet deve carregar o

endereco de destino que serd encaminhado via rede.

5. Midia

A camada MAC (Media Access Control) define o formato do quadro Ethernet, e

0 mecanismo para acessar o meio fisico.

O LLC (Logical Link Control) situa-se no topo da camada MAC, servindo como

uma interface para a camada de rede.

GMII (Gigabit Media Independent Interface)

O GMII € a interface entre a camada MAC e a camada fisica.

E uma extensiio do MII (Media Independent Interface) utilizado no Fast Ethernet,

inclusive usando a mesma interface de gerenciamento.

Suporta taxas de transmisséo de 10, 100 e 1000 Mbps. Prové caminhos de dados

de oito bits, suportando tanto o modo full-duplex como o half-duplex.

O GMII prové dois sinais de estado:
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a) indicagdo da presenca do sinal de transporte

b) n#o-ocorréncia de colistes

A camada RS mapeia estes sinais para as primitivas PLS (Physical Signalling),

entendidas pela camada MAC.

Com o GMII, € possivel conectar varios tipos de midia, podendo-se citar o par
trancado blindado ou ndo, fibras épticas de modo simples e miltiplo, com o mesmo

controlador MAC.

O GMII é subdividido em trés camadas: PMD, PCS e PMA.

1} PCS (Physical Coding Sublayer)

E a camada que prové uma interface entre a camada RS e a midia fisica.

Utiliza a codificacio 8B/10B, onde conjuntos de 8 bits sdo representados por

grupos de codigo de 10 bits,
Alguns grupos representam caracteres de 8 bits, outros sdo simbolos de controle.

Esta camada indica a detec¢@o de colises e o sensoreamento da transportadora,
com a geréncia do processo de auto-negociagiio da NIC (Network Interface) e a
determinagdo da velocidade da rede (10, 100 ou 1000 Mbps), além do modo de
operagdo (half-duplex ou full-duplex).

2) PMD (Physical Medium Dependent)

Esta camada mapeia o sistema fisico para o PCS, definindo o padrdo de

sinalizagfo usado para as varias midias. O MDI (Medium Dependent Interface) € a

real interface fisica.



77

Esta camada define a conex#o fisica, a exemplo dos conectores para os diferentes

tipos de midia.
3) PMA (Physical Medium Attachment)

Esta camada prové o suporte nfo dependente da midia, serializando os grupos de
cddigo para transmissdo e também extraindo os bits recebidos em forma de codigo de
grupos.

O serializador € responsdvel também pelo suporte de multiplos esquemas de

codificagfio para as camadas superiores.

6. Hardware

O GBIC (Gigabit interface converter) permite a configuracio de cada porta

gigabit, para interfaces de fios de cobre (CX) ou nfie (LX, SX e LH).

Os GBICs LH estendem a distincia das fibras de modo simples para 10 Km.

Normalmente, seria de 5 Km.

A especificagiio do PMD (Physical Medium Dependent) permite 1.062 Gigabaud
em full-duplex. Gigabit Ethernet aumentara esta velocidade para 1.25 Gbps.

O conector normalmente utilizado € o SC, com suporte para fibras multimodo e

modo simples.

7. Midia

Os lasers que utilizam fibra éptica tém a vantagem da variacio da atenuagio em
uma cabo. Em diferentes comprimentos de onda, a atenuagdo pode alterar-se

significativamente.
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Por essa razdo, o cabo € iluminado com muitas freqiiéncias distintas. Os lasers

com um longo comprimento de onda podem percorrer distdncias maiores.

A tecnologia que pode atravessar grandes distincias utiliza fibra de modo
simples, com um nacleo de 9 microns e um laser de 1300 nanémetros, apresentando

um baixo ruido.

O conector utilizado no 1000 BaseCX ¢ o DB-9, sendo prevista uma melhoria
para o HSSDC. A perda € limitada em 20 dB para minimizar distor¢Bes nas

transmissoes.
Para minimizar interferéncias devido a diferencas de voltagem, os transmissores

e os receptores devem utilizar um fio terra compartilhado.

8. 1000 Base-T

O padrdo 1000 Base-T foi projetado para transmissfo em cabos de categoria 5,

similar ao Fast Ethernet.

Isso foi possivel devido aos métodos de sinalizacdo e codificagdo/decodificagdo

que mantém a integridade do sinal transmitido.

A padrdo 1000 Base-T transmite a 125 Mbaud, a mesma velocidade do padréio

100 Base-T.

Bauds por segundo sdo freqiientemente associados com bits por segundo.
Entretanto, o baud rate significa o mumero de transi¢des de um sinal por segundo em

uma onda senoidal.

Bits por segundo medem exatamente a quantidade de informag&o que estd sendo

transferida em uma linha.

A método de codificagio PAM 5 permite mais do que dobrar a quantidade de

informag¢do que ¢ transmitida pelo padrdo 100 BaseT, permitindo a transferéncia de
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250 Mbps em cada par de fios. Utilizando os 4 pares, é possivel transmitir 1000
Mbps.

O padrio 100 BaseT usa a codificagdo 4B/5B. Devido a esse motivo, o transporte
de 125 Mbps faz com que a taxa real seja equivalente a 100 Mbps, onde quatro bits
de dados sdo convertidos em simbolos de 5 bits. A banda restante € usada para a

deteccdo de erros.

O PAM 5 usa quatro niveis de voltagem para gerar 2 bits por ciclo. O transmissor
pode emitir quatro combinagdes de 2 bits e o receptor decifra o nivel de voltagem na

combinag8o correspondente.

E possivel comprovar que um sinal de 4 voltagens transmitido a 125 Mbaud

produz uma taxa de 250 Mbps.

O quinto nivel existente no esquema de codificagdio PAM 5 permite simbolos

redundantes, para correg¢do de erros.

Para maior resisténcia aos ruidos externos, a decodificacio Viterbi e a
codificagdo Trellis sdo utilizados, proporcionando a existéncia de sinais com baixa
cotrelagiio no fluxo de dados. Para corrigir problemas de atenuagfio, equalizadores

adaptivos séo também usados.

9. Codificagao 8B/10B

A camada FC-1 (Fiber Channel) define o protocolo de transmisso, incluindo a

codificacdo e decodificagio serial, controle de erros e caracteres especiais.
E similar a codificagsio 4B/5B, que nfo foi adotado no Gigabit Ethernet (laser)
por falta de um balanceamento DC, que pode resultar em um aquecimento dos lasers

devido 4 dependéncia da informag#o transmitida.

A codifica¢@o dos dados prové algumas vantagens:
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-Limita as caracteristicas de transmissio (exemplo: excesso de transmisséo de um
unico padréio de bits).
-Possibilidade de detectar e corrigir erros de transmisséo e/ou recepgéo.

-Distingdo entre bits de controle e de dados.

A camada FC-1 recebe dados a partir da interface fisica e os codifica de 8 para 10
bits, adicionando varidveis de controle para integrar os dados com a informagdo de

relégio requerida pelas técnicas de transmisséo serial.

10.Melhorias

-Distribuidor

Para manter a compatibilidade com os padrBes anteriores, a operagio em half-

duplex é ainda suportada.

Um novo dispositivo foi considerado, para prover as funcionalidades de um hub

em modo full-duplex:

Um distribuidor contendo vdrias portas, com repetidores capazes de realizar

transmissdes em full-duplex.

Cada porta contém uma fila de entrada e de saida. Um quadro que incida em uma
porta & repetido para as demais, exceto para a porta de entrada. O distribuidor realiza

o arbitrio CSMA/CD, antes de encaminhar os dados para as respectivas saidas.

Assim, as colisdes ndo podem mais ocorrer nos links, diminuindo os requisitos
quanto & distincia das estagdes. Nesse sentido, as propriedades dos meios fisicos

ganham mais relevancia.

11.TSB-85
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Devido ao fato do padréio 1000 Base T utilizar todos os quatro pares de fios do
cabo categoria 5, com transmissdes bi-direcionais, sistemas adicionais para a
prevencdo de distirbios devem ser considerados.

Novos padrdes de testes foram adicionados:

Os novos requisitos foram reunidos em um documento chamado TSB-95, sendo

integrado no informativo TIA/EIA 568-B.1, anexos D e N.

O ruido que acontece nos quatro receptores em um dispositivo 1000 BaseT

consiste em :

1) Ruido do ambiente

2) Distarbios locais

3) Distarbios distantes

4) Eco

Além disso, os pardmetros relativos ao cabeamento também devem ser

considerados:

a) Comprimento

O cabo instalado ndo deveria exceder noventa metros, mas ¢ permitida a

existéncia de uma margem adicional de dez metros.

b) Atenuagéo
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Uma medida do sinal recebido em comparagio com o sinal transmitido,

mensurado em decibéis (dB).

¢) Mapeamento dos cabos

Um teste de continuidade. Assegura que os fios individuais estdo propriamente
conectados em toda a extensdo do cabo, sem quebras, curto-circuitos ou instalagdo
incorreta.

d) Perda de retorno

A medida do sinal que ¢é refletido para o transmissor, devido a mudangas na

impedéncia do cabeamento.

12.Vantagens

-Confiabilidade

Em uma rede, a confiabilidade é um dos requisitos mais importantes. Gigabit
Fthernet ¢ uma evolugio das tecnologias 100 BaseX e 10 BaseX, que t€m um

historico de décadas.

-Ferramentas

H4 numerosas ferramentas que foram desenvolvidas ao longo dos anos, para

localizar os problemas existentes na rede.

-Alto nivel de desempenho

-Alta escalabilidade
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-Compatibilidade : muitos equipamentos de rede Gigabit Ethernet (hubs,
switches) podem automaticamente detectar a presenga de dispositivos mais antigos e

escolher uma velocidade menor, se necessario.

13.Conclusao

O crescente poder dos computadores provavelmente fara com que os aplicativos
também exijam uma alta demanda por parte das redes locais, tornando indispensével

a melhoria da banda passante associada.

Em um futuro préximo, a aquisi¢do de sistemas Fast Ethemet ndo serd mais
compensadora, sendo que os terminais Gigabit Ethernet provavelmente serdo os

sistemas mais difundidos no campo da tecnologia da informagdo.
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9. SNMP

1. Introdugao

A disseminacfio de redes de interliga¢io resultou na necessidade de um protocolo
para gerenciar os elementos que formam tal sistema e verificar em tempo real os

eventos que nele ocorrem.

Atualmente, o0 SNMP (Simple Network Management Protocol) € o mais utilizado
para monitorar os diversos equipamentos existentes, sendo um protocolo

relativamente simples.

O SNMP especifica uma infraestrutura para que possa ocorrer o intercAmbio de
informagdes entre os elementos que compdem uma rede, facilitando a localizagfo

dos problemas que possam ocorrer na mesma.

Os administradores da rede podem encaminar comandos para um sistema que

implemente o protocolo mencionado.

Além disso, é possivel consultar a MIB (Management Information Base)
associada, que contém diversas varidveis informando o estado do equipamento em

questio.

2. Tecnologia

O SNMP utiliza o modelo cliente-servidor. Os equipamentos gerenciados podem
ser: roteadores, PCs, servidores, impressoras de rede, etc. Um servidor (agente) é

instalado nesses dispositivos.
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O agente, normalmente implementado com a utilizag@io de softwares especificos,
disponibiliza as informagdes coletadas ao sistema de gerenciamento, que
periodicamente 1€ os dados através do rede, utilizando o SNMP.

O agente pode também responder a mensagens da estagfio gerenciada, através de

traps.

A MIB € uma estrutura de dados contendo diversas varidveis que podem ser
modificadas pelo sistema de gerenciamento, representadas através do ASN.1

{Abstract Syntax Notation).

O SNMP pode ser visto através de trés diferentes pontos de vista:

1) Um padriio de varidveis : um protocolo que especifica o formato de uma

mensagem que utiliza o UDP.

2) Um padrio sobre objetos gerenciados : cada objeto é identificado através de

um nome, além de um identificador expresso em notacdo de pontos.

3) Um padrio sobre expansio de objetos : um padrio para aumentar a quantidade

de objetos controlados.

3. Histérico

Primordialmente, o ICMP era utilizado para a obtengio de informacdes basicas
sobre o estado dos equipamentos de rede (ping, etc.). Em 1987, surge o SGMP

(Simple Gateway Management Protocol), desenvolvido para gerenciar pilhas OSIL.
Um complexo protocolo chamado CMIP foi criado para a mesma finalidade.
Houve uma adaptacgio para o TCP/IP, na forma de um sistema denominado CMOT.

Sendo relativamente complexo, desde entdo o SNMP comecou a ser mais utilizado.

SNMP Versio 1.0:
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Nessa versdo, os agentes sdo modulos de software que rodam nos dispositivos
que estdo sendo gerenciados. Eles coletam informagdes que sio disponibilizadas aos

sistemas de gerenciamento através do protocolo SNMP 1.0.

Presumindo-se que tais dispositivos tenham baixa capacidade de processamento €
armazenamento, o NMS (Network Management System) deveria utilizar os padrdes

mais comuns, que pouco impactavam no desempenho dos objetos gerenciados.

Normalmente, o NMS consistia em uma estacdo de trabalho possuindo um
grande poder de processamento, além de dispositivos de armazenamento de massa
contendo uma grande capacidade. Basicamente, executava o software de
gerenciamento da rede, exibindo as informages ao usuério através de uma interface

grafica.

O padriio contemplava que os dispositivos gerenciados deveriam fornecer dados

substanciais ao NMS, por exemplo:

-Pacotes recebidos € encaminhados
-Estado das interfaces de rede
-Numero de bytes enviados

-Mensagens de erro

Tipos de comando

Se o NMS precisar gerenciar um determinado equipamento, € necessario
encaminhar uma mensagem para 0 mesmo, solicitando a alteragdo dos valores das

varidaveis associadas. Existem quatro classes de comandos:

1} Leituras — para verificar os valores das varidveis mantidas pelos objetos

gerenciados

2) Escritas — alterar o conteudo das variaveis dos objetos gerenciados
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3) Consultas — para saber quais sfo as variaveis suportadas pelos objetos.

4) “Traps” — para reportar determinados eventos para 0 NMS, de um modo
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Figura 9 — Evoluggo do sistema SNMP

4. SNMP Versao 2.0

E uma evolucdo do protocolo anteriormente descrito, visando mais seguranga.

O “SNMP seguro” (Secure SNMP - SMP) definiu novos recursos de seguranga,

sob pena de incompatibilidades com a versio v.l. Entretanto, havia mais

flexibilidade nos recursos gerenciados € um maior namero de ambientes a operar.

A evolugdo do SMP acarretou no surgimento do padriio v.2, em 1993. Inclui

melhorias na arquitetura de gerenciamento € na seguranca. Houve o suporte a novos
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tipos de dados e uma nova conveng#io para criar linhas conceituais em uma tabela. Os

contadores foram ampliados para 64 bits, além da criagdo de tipos sem sinal.

O protocolo definido no SNMP v.2 usa o mesmo formato dos PDUs no caso de
informagio de operagdes, mas permite a obtengdo de resultados parciais, ao invés de

operar em um modo absoluto (toda a informag&o ou nenhuma)

Criou-se o conceito de modulo de informagdo, especificando um grupo com
caracteristicas semelhantes:
1) Modulos MIB : defini¢Ges de objetos gerenciados.
2) Condigbes de compatibilidade : descreve o grupo de objetos gerenciados que
deve ser obrigatoriamente implementado.
3) Condi¢des de capacidade : descreve o nivel de suporte de um agente a uma
determinada MIB.

Varias operagGes sdo suportadas:

1) Get : obtém uma instincia de um agente. Muitos valores podem ser obtidos
sem a necessidade de login no dispositivo controlado.

2) Get-next : obtém a proxima instancia a partir de uma tabela, a partir de um
agente. Percorre os valores SNMP de um agente.

3) Set : determina uma instancia em um agente.

4) Trap : informa de um modo assincrono a ocorréncia de um evento.

5) Inform : permite a um gerenciador encaminhar informacGes a respeito de um
trap, para um outro gerenciador.

6) Get-bulk : permite a um gerenciador obter grandes blocos de informagdo, ao

invés de solicitar varios trechos menores de dados.

Essas mensagens sio codificadas em PDUs (Protocol Data Unit), que sdo

intercambiados entre dispositivos SNMP,

Existem também melhorias para os seguintes problemas de seguranga:
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-Mascaramento, que significa a tentativa de executar operacdes de gerenciamento
assumindo a identidade de uma entidade autorizada.

-Modificagdo da informagéio : uma entidade pode alterar uma mensagem enviada
por uma entidade autorizada, resultando em operagdes ndo-autorizadas.

-Seqiiéncia da mensagem : o SNMP v.1 opera em um meio de transporte sem
conexdo, podendo uma entidade copiar, reordenar e gerar novamente uma mensagem
SNMP v.1.

-Descobertas : uma entidade pode capturar os valores de objetos gerenciados,

monitorando as variaveis transmitidas de um gerenciador para um agente.

5. RMON

O RMON (Remote Monitoring Standard) foi desenvolvido para coletar dados de

trafego de rede, para uso estatistico.
As informagdes sdo coletadas através da utilizagfio de agentes SNMP especiais,

chamados de RMON.

As variaveis requeridas sdio definidas nas RMON MiIBs, estendendo as

funcionalidades do protocolo SNMP v.2 original. Os recursos basicos sdo:

-Tabela de dados : contém estatisticas, logs, etc.

-Tabela de controle : contém os pardmetros que devem ser monitorados e com
que freqiiéncia.

-Outros : sondas compartilhadas, tabela de concorréncia de acesso, propriedade

das tabelas.

6. Formato da mensagem

Para simplificar a decodificagio da mensagem, todas as operaces usam o

mesmo formato, exceto a instrugédo “get-bulk”, tendo os seguintes campos:

-Tipo da PDU : get, set, get-next, trap, response
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-1D da requisi¢do : associa requisigdes com respostas
-Estado do erro : indica a ocorréncia de um erro
-Index do erro : associa o erro com uma varidvel particular

-Associagio de variaveis, com o valor corrente.

O “get-bulk” tem o seguinte formato:

-Tipo da PDU, ID da requisi¢fio, associacdo de varidveis : tém as mesmas
fung¢Ses em relagdo as instrugdes “get, get-next, set, response e trap”.

-N&o-repetidores : especifica 0 nimero de variaveis que sera retornado.

-Repetigbes mdximas : especifica o numero restante de varidveis que serd

retornado.

Os campos de uma mensagem SNMP v.2 tém o seguinte formato:

-Destino : identifica o receptor, este campo aparece duas vezes: no inicio da

mensagem e na parte da mensagem que pode ser criptografada.

-Fonte : identifica quem encaminhou a mensagem

-Contexto : identifica a colegdo de objetos gerenciados acessiveis por uma

entidade.
-PDU : identifica o operagdo de gerenciamento
-Resultado : contém o valor resultante do algoritmo do calculo da mensagem.
-Horério do destino : o valor que o enviador presume para o relégio do receptor.
-Horério de envio : contém a valor do relégio do enviador.

O SNMP v.2 tem trés tipos de mensagens:

-N&o seguras : sem nenhum dispositivo de seguranca do SNMP v.2
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-Autenticagio sem privacidade : o SNMP v.2 utiliza um valor conhecido pelo

enviador e pelo receptor, para autenticagio da origem.

-Autenticagdio com privacidade : as mensagens sfo autenticadas e criptografadas.

7. SNMP Versio 3.0

E uma implementacio da arquitetura proposta na RFC 2271, sendo uma extensio
para melhorar a seguranga. Um objetivo é possibilitar uma maior facilidade de

expansio.

Nesta versdo, os agentes e os objetos gerenciados sdo denominados entidades,

sendo compostos de duas partes: o gerador € as aplica¢Bes.

1) O gerador

a) Distribuidor

O distribuidor encaminha e recebe mensagens. Quando uma mensagem ¢
recebida, tenta verificar a verséo da mensagem e o encaminha para o decodificador
apropriado. Se ocorrer um erro neste procedimento, a mensagem ¢ descartada.

O distribuidor também encaminha PDUs para as aplicac¢Ges.

b) Subsistema de processamento de mensagens

Este modulo prepara as mensagens para o encaminhamento e também extrai
informagdes das notificagdes recebidas. O subsistema de seguranca é ativado para

decodificar as informagdes e também verificar a autenticagdo.

¢) Subsistema de seguranga
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Esta parte prové os seguintes servicos : autenticagio e decriptacdo das
informagdes. H4 o suporte do padrdo de comunidades, para a compatibilizagdo com
os padrées SNMP v.1 e SNMP v.2.

O padrio baseado em seguranga do usuério define o uso do MD5 ou DES,

podendo ser expandido.
d) Subsistema de controle de acesso

Determina quais objetos podem ser gerenciados. E possivel controlar os usudrios

e as operagOes que podem ser executadas.
8. Estrutura

Um dos motivos para que o SNMP seja de utilizagio geral é a propriedade de
expandir o conjunto de objetos, com novos valores. Este processo denomina-se

compilagio da MIB.

As definigbes s@io descritas no formato ASN.1 (Abstract Syntax Notation One).
Os valores s#o definidos na RFC 1213.

Cada valor ¢ associado a um nome oficial ou em notagfio de pontos. A tendéncia
¢ a utilizagdo do texto em si, de um modo andlogo 4 tradugfio dos enderegos IP nas

respectivas URLs.

Os objetos gerenciados representam um conjunto de varidveis que pode ser
monitorado. Podem ser escalares (hd somente uma instincia) ou tabulares (varias

insténcias).

A MIB ¢ represeniada por uma 4rvore. Os objetos principais sdo designados pela
ISO/IEC  (International ~ Organization for  Standardization/International
Electrotechnical Commission). Os objetos de nivel mais baixo séo alocados pelas

organizagdes associadas. Além disso, é possivel definir ramifica¢des proprias.
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Um documento chamado SMO (Structure of Management Information) define a

estrutura da MIB e como defini-las, por exemplo:

-Contadores
-Medidores : retém o maximo valor alcangado.

-Tempo : centésimos de segundo desde um evento determinado.

As tabelas sdo um tipo especial de objetos SNMP, permitindo matrizes de

informacdo. Podem ser expandidas sem limites.
No total, existem varios tipos primitivos:

1) Texto : até 256 caracteres.

2) Contadores : pode ser incrementado

3) Medidores : pode ser incrementado ou decrementado

4) Tipos inteiros : valores positivos ou negativos

5) Enumeragdes : associa um texto a um valor numérico

6) Tempo : centésimos de segundo apds um evento

7) Objetos : identificador de outro objeto SNMP

8) Enderegos IP : expresso em notagdo de pontos.

9) Enderego fisico : o enderego MAC de um dispositivo de rede

10) Tabelas : matrizes de informagio
9. Vantagens
A principal vantagem ¢ a depuragfio remota, sendo que a esta¢do-alvo pode estar

a milhares de quilémetros do sistema de gerenciamento.

10.Desvantagens
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O SNMP tem alguns problemas endémicos ao protocolo propriamente dito:

1) Problemas de seguran¢a : Ndo ha um padrio de encriptagio. Os nomes
comunitarios (que servem para limitar o acesso a um agente) sdo encapsulados em

cada mensagem SNMP, podendo ser extraidos com um software especifico.

2) Problemas de laténcia : E um protocolo de requisigio e resposta, significando
que existe um atraso entre a emissfio da mensagem e a recepgio da resposta. O
problema torna-se maior quanto mais estacSes intermedidrias existirem entre 0 NMS

¢ 0 agente, e quanto mais informagéo for extraida do dispositivo.

11.Conclusio

O SNMP representa o padrio de fato para gerenciar os equipamentos conectados
em uma rede que utilize o protocolo IP. Além de néo causar um grande overhead no
processamento do software dos agentes, permite a expansdo dos pardmetros que

podem ser monitorados remotamente.

Apesar dos problemas de seguranga e laténcia ja comentados, tais questdes serfio
provavelmente resolvidas ou minimizadas nas proximas versdes do SNMP, que

atualmente estd na versio 3.
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10. ATM

1. Introdugao

A comutag¢fo de pacotes permite o compartilhamento de um mesmo canal fisico.
Entretanto, essa mesma caracteristica pode resultar em uma série de colisBes entre os
pacotes transmitidos, degradando a vazdo (throughput) da rede considerada. Para
minimizar o problema, a comutagio de células tem como foco principal a qualidade

de servico (QoS).

O ATM (Asynchronous Transmisson Mode) é uma tecnologia orientada a

conexdo, que utiliza a comutagfo de células para o intercimbio de informacdes.

2. Histérico

A priori, as maiores limitagSes para o transporte de informagdes eram : as
distincias a serem percorridas pelos sinais elétricos e o tempo de roteamento. A

distdncia fisica nfio pode ser alterada substancialmente, mas é possivel aumentar a

banda de passagem.

Para tanto, foram desenvolvidas rotas que utilizam fibras Opticas, por exemplo o
SONET (Synchronous Optical Network). Ha varias velocidades: o OC-1 (51.84
Mbps), o OC-2 (103.68 Mbps), o OC-3 (3 vezes a velocidade do OC-1) e assim

sucessivamente.
O mesmo sinal optico, quando convertido para sinais elétricos, denomina-se STS
(Synchronous Transport Signal). A menor velocidade é de 51.84 Mbps, a mesma do

OC-1. Atualmente, o OC-192 atinge a velocidade de 9.95 Gbps.

O ATM pode suportar redes que utilizem o T1/E1 e o T3/E3.
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Em 1993, o ATM Férum determinou as especificagGes para as implementacdes

futuras dessa tecnologia, ressaltando-se o formato das células.

Historicamente, é uma evolugdo do frame relay e também do padrio STM
(Synchronous Transfer Mode), inicialmente desenvolvido para o transporte de voz e
dados com o uso de multiplexagdo por tempo. A desvantagem era a necessidade de

um circuito dedicado, similar ao sistema telefdnico tradicional.

As primeiras implementa¢des tinham opcdes limitadas: era possivel apenas
reservar uma banda para cada conexfo baseado no fluxo méximo de dados do

£missor.

Atualmente, € possivel selecionar combinagdes de trafego e pardmetros de

desempenho especificos.

A pilha de protocolos ATM € composta, basicamente, de trés camadas:

1) Camada fisica

2) Camada ATM : prové o roteamento dos pacotes ATM, dependendo dos rétulos
VCI (Virtual Channel Identifiers) ¢ VPI (Virtual Path Identifiers). Também realiza a

extracdo € a geragiio dos headers das c€lulas ATM.

3) Camada de adaptagio : mapeia os varios tipos de trafego existentes em um

conteudo correspondente nas células ATM.
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Figura 10 —- Camadas representativas da tecnologia ATM

3. Tecnologia
Para evitar a ocupagéo de um circuito, varias modifica¢des foram realizadas:

-Estabelecimento de uma célula de tamanho fixo (53 bytes), cvitando
processamento adicional para lidar com células de tamanho varidvel e podendo

existir comutagdo diretamente em hardware.

-Desenvolvimento de roteadores de alta velocidade, possibilitando a escolha

dindmica de rotas no tempo requerido.

O ATM assume que a midia seja de alta qualidade, fazendo com que os
protocolos de nivel superior verifiquem se as informacdes transmitidas contém erros.

Isso possibilita atingir altas velocidades de transferéncia.

4. QoS
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Um outro problema acontece quando o delay entre o envio de um pacote e a sua
recepcdo ultrapassa 200 ms. Em um circuito telefonico, o tempo mencionado passa a

ser perceptivel.

Para resolver tal problema, o CES (Circuit Emulation Service) foi desenvolvido

para permitir taxas consistentes de transferéncia.

Com um circuito emulado de alta velocidade e canceladores de eco, a qualidade

da voz sobre ATM torna-se aceitavel.

5. Célula

As células ATM tém um comprimento de 53 bytes.

Os primeiros cinco bytes sfio reservados para a informagio do cabegatho,
incluindo bits para priorizagdo de pacotes, dependendo do tipo da midia (dados, voz

ou video).

Bytes adicionais sdo usados para origem, destino, roteamento, informacdio de

seqitenciamento de células e detecgfio de erros.

Os 48 bytes restantes sdo a carga util e contém os dados propriamente ditos. N&o
sd a eficiéncia do sistema foi considerada, mas também o atraso de empacotamento,
que € 0 tempo necessario para preencher uma célula a partir de um fluxo de dados de
64 Kbps. A célula é preenchida a partir das informagdes provenientes das AALs

(ATM Adaptation Layer).

6. Tecnologia

O ATM ¢ uma tecnologia de comutagéo de células.
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Isso significa que o primeiro pacote proveniente de uma transmissio faz com que

0 enderego seja analisado por hardware e uma rota seja escolhida.

Todos os pacotes com o mesmo enderego de destino serfo encaminhados

utilizando a mesma rota virtual,

Entretanto, o ATM n#o transmite as células assincronamente. As células de

tamanho fixo sfo transmitidas de um modo sincrono, mas continuamente.

Quanto ndo existem dados a encaminhar, as células sdo preenchidas com um

padréo de bits que indica uma célula vazia.

7. VCC

Um VCC (Virtual Channel Connection) pode ser descrito como um caminho
entre qualquer origem e qualquer destino, em uma rede ATM. Fundamentalmente, o
ATM € uma tecnologia orientada 4 conexfo, e os circuitos virtuais podem ser

estabelecidos permanentemente (PVC) ou em demanda (SVC).

A comutagio ATM ¢é desenvolvida com o roteamento de pares VPI/VCI de
entrada para diferentes VPI/VCI de saida, normalmente utilizando uma tabela

bascada em hardware.

As células incidentes tém o VPI/VCI modificado com novos valores e entio sdo
encaminhadas para a porta apropriada. Portanto, o par VPI/VCI tem significAncia

apenas local, alterando-se em cada ponto do switch ATM.

8. IP over ATM

Historicamente, existiram tentativas no sentido do protocolo IP atuar sob SDH ou
SONET. Mas o ATM prové maiores recursos para o gerenciamento da rede,

especialmente para redes publicas.



100

Tecnicamente, para que seja possivel transportar o trafego IP usando o ATM, o
endereco IP precisa ser traduzido para um par VPI/ VCI, sendo que, no destino, essa

mesma informacgéo deve ser extraida.

As aplica¢Ges VoIP sdo sensiveis ao jitter (variagdo da laténcia) e os sistemas
ATM s#o também projetados para minimizar a variagio do tempo de trénsito das

células.
9. AAL

O AAL (ATM Adaptation Layer) situa-se acima da PHY (Physical Layer) e
prové fungdes para as camadas superiores. E responsavel por seccionar as

informagdes em pacotes ¢ entdo reconstrui-las apds a transmisséo dos mesmos.

Muitos dos requisitos de uma aplica¢fio podem ser atingidos através da escolha

de um AAL (ATM Adaptation Layer) adequado.

E dividido em subcamadas CS (Convergence Sublayer) ¢ SAR (Segmentation
And Reassembly). A camada PHY subdivide-se em TC (Transmission Convergence)

¢ PM (Physical Medium).
Ha diferentes tipos de AALSs, que suportam vérios requisitos de trafego:

a) AAL1 — Suporta o trafego CBR (Constant Bit Rate) — exemplos : video em
tempo real, emulacéo de circuitos.
O protocolo basico contempla um header que precede 47 bytes de informagdo. O

header contém o numero de seqiiéncia das células.

b) AAL2 — Projetado para o trafego VBR (Variable Bit Rate) - exemplos : video

MPEG, onde o fluxo de dados ¢ variavel.
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¢) AAL3/4 — Também suporta o trafego VBR, podendo ou ndo ser orientado a
conexao,
E um complexo protocolo usado para dados que ndo necessitem ser transferidos

em tempo real, por exemplo : copia de arquivos, backup de dados, etc.

d) AALS — E uma versdo simplificada do AAL3/4, podendo também suportar
trafego orientado ou nffo 4 conexdo.

Algumas mensagens foram removidas, aumentando a eficiéncia do protocolo.

10.Controles

Em um switch ATM, existem varios sistemas para controlar a qualidade do

servico (QoS):

1) Header Error Control (HEC) : o cabecalho de cada célula tem um campo de
oito bits, que armazena o checksum dos quatro bytes restantes do header,
proporcionando uma alta probabilidade de encontrar erros no mesmo.

O HEC nio verifica se a carga util contém erros. Essa fun¢io é normalmente

atribuida & camada de transporte.

2) Controle genérico do fluxo : esse campo existe nas células UNI (User Network

Interface), proporcionando indicadores sobre os dados incidentes em uma rede ATM.

3) Cell Loss Priority : ¢ a reagfio de um switch ATM aos congestionamentos que
podem ocorrer na rede. O comportamento a essa situacio é flexivel : video de alta
prioridade pode reservar células especificas. Normalmente, as células que excedem o

CIR (Committed Information Rate) sdio descartadas, se necessdrio.

11.Categorias de servico

1) UBR (Unspecified Bit Rate)
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Essa categoria ¢ destinada as aplicagbes mais simples, que nfio requerem tempo

real. Exemplos: transferéncia de arquivos, correio eletrdnico.

O trafego € representado por fluxos ndo-continuos de células. Essa categoria nfo

especifica servigos de garantia de trafego.

2) ABR (Available Bit Rate)

E uma categoria onde as caracteristicas da camada de transferéncia da rede
podem ser alteradas, depois do estabelecimento da conexfio. Um mecanismo de

controle de fluxo ¢ especificado, apto a responder as mudancas dessas caracteristicas.

E esperado que as estagGes adaptem-se ao fluxo de trafego, visando a obtencfio

de uma parte da banda passante disponivel de acordo com a perda de pacotes.

Esta categoria, a priori, nfo suporta sistemas de tempo real. Uma aplicagiio tipica

€ a interconexio de redes.

3) CBR (Constant Bit Rate)

E utilizado para conexdes que necessitem de um banda passante estatica, tendo

um PCR (Peak Cell Rate) garantido durante o tempo de conexio a rede ATM.

Esta categoria foi projetada para suportar aplica¢des de tempo real, com baixa

laténcia e “jitter” reduzido.
A caracteristica bdsica ¢ a manutengio do QoS previamente negociado, durante o
tempo de conexdo. Células que sdo recebidas acima do valor especificado pelo CTD

(Cell Transfer Delay) podem ter baixo significado para a aplicagio.

E apropriado para sistemas multimidia e para a emulagdo de circnitos.
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4) VBR (Variable Bit Rate)

A categoria VBR ¢ 1til para as aplicagles que requerem multiplexacéo
estatistica, com a emissdo de informagdes a uma taxa varidvel e que tenham

tolerincia a pequenas perdas.
O VBR pode ou néo ter a caracteristica de tempo real.

O rt-VBR (real-time VBR) € apropriado para aplicagGes de voz e video, com
variagSes na taxa de transmissdo. E mais eficiente na utilizagiio dos recursos da rede

ATM, com baixa perda de desempenho.

O nrt-VBR (non-real time VBR) é melhor utilizado em sistemas que tenham
picos de trafego (“bursty™), podendo suportar multiplexacdo estatistica de conexdes.
Pode ser usado em aplicacdes de transferéncia de dados, mesmo com requisitos de

um tempo de resposta critico.
12.UNI

O gerenciamento das redes ATM € uma requisi¢io crucial, para monitorar o
estado e o comportamento do sistema. Para tanto, o sistema UNI (User to Network

Interface) foi desenvolvido.

As informagdes que a MIB ATM UNI terd sdo : camada fisica, camada ATM,

conexdes virtuais (VP/VC), etc.

O header da célula UNI (User to Network Interface) também prové informagdes

de enderecamento, um fluxo de controle e verificagdo de erros no header.

13.ATC
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O ATC (ATM Transfer Capabilitics) descreve as caracteristicas gerais de uma

conexdo, além de pardmetros e procedimentos da camada ATM.
O ITU-T especificou alguns ATCs:
1) DBR (Deterministic Bit Rate) : garante que um fluxo maximo de células sera

disponibilizado continuamente, E bastante utilizado com as aplicagdes CBR,

enguanto as aplicacdes VBR podem ou néo requisitar este pardmetro.

2) SBR (Statistical Bit Rate) : garante um fluxo médio de informagdes,

permitindo picos de trafego limitados.

14.Conclusao

Um dos pontos principais do protocolo ATM ¢ a énfase no aspecto QoS,
possibilitando o transporte de informagGes que representam video e sinais audiveis.

Isso € possivel devido ao fato da utilizagfio de células de tamanho fixo.

E possivel criar um circuito virtual com diferentes niveis de servigo, permitindo

otimizar as capacidades da rede.
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11. PROTOCOLOS DE ROTEAMENTO

1. Introdugao

Um fator determinante para mensurar 0 desempenho de uma rede é avaliar o

protocolo de roteamento que a mesma emprega.

A caracteristica basica é o deslocamento de informagdes entre as estacdes de uma

determinada rede.

Se o protocolo mencionado emprega mais de um equipamento, é comum referir-

se como sendo um processo coletivo de comunicagio.

O roteamento nfo significa apenas a escolha correta do caminho a ser percorrido,
mas envolve também o calculo da menor distdncia possivel entre os pontos da

conex&o propriamente dita.
Além disso, o protocolo deve considerar que os equipamentos de rede nio sdo
completamente & prova de falhas e etros, e um novo caminho deve ser escolhido

assim que um problema na rota seja detectado.

Apbs a solugéo do problema, ou apos a adig8o de novos equipamentos, o sistema
deve avaliar os caminhos existentes na rede ¢ comunicar as novas rotas para os
roteadores adjacentes.

2. Tipos de protocolos

Existem trés tipos bésicos:

1) Compartilhamento de arvores multicast
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2) Estado dos links

Mantém a topologia da rede na meméria do equipamento, ou pelo menos a area

associada ao sistema.

3) Avaliagfo da distincia

Os protocolos DV (Distance Vector) avaliam a distancia até um determinado
endereco IP e encaminham a tabela de roteamento aos sistemas adjacentes, a

mtervalos regulares.

Se a rede tornar-se muito extensa, as tabelas de roteamento podem consumir um
tempo consideravel, existindo a possibilidade de formagfio de rotas circulares durante

a atualizagdo da topologia da rede.

Existem muitos protocolos de roteamento, sendo que alguns serdo citados :

3. RIP

Em meados da década de 1980, o protocolo de roteamento mais utilizado era o

RIP (Routing Information Protocol).

Embora fosse 1til para redes homogéneas que ndo fossem gigantescas, o

crescimento da Internet resultou no aparecimento dos limites desta metodologia.

A simplicidade excessiva do algoritmo (contagem de estagdes intermedidrias) € o

baixo limite de hops (16) fizeram com que caisse rapidamente em desuso.

4. OSPF

O OSPF (Open Shortest Path First) ¢ um protocolo orientado ao estado dos links,

cujo principio basico ¢ a identificagfo de cada circuito existente em uma rede.
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Cada roteador mantém uma tabela contendo o estado de todos os circuitos,

possibilitando o célculo da topologia da rede.

Quando o estado de um link ¢ alterado, essa informacfo é emitida para todos os

roteadores.

Este protocolo converge rapidamente, sem a formagdo de caminhos circulares,
mas surgem problemas conforme o crescimento da rede, diminuindo a estabilidade

da mesma,

Para resolver essas questdes, hd uma hierarquia de roteamento, em &reas
distintas. As informagdes contendo os estados dos links s#o transmitidas a todos os

roteadores de uma determinada area.

Para os sistemas externos 4 area, é repassada a possibilidade de roteamento, € ndo

o estado dos circuitos.

O objetivo € restringir o controle da topologia &s 4reas propriamente ditas.

5. IGRP

O IGRP (Interior Gateway Routing Protocol) foi desenvolvido em meados dos

anos 80, tendo como principal objetivo a robustez, dentro de um sistema auténomo.

Mantém internamente véarios temporizadores e varidveis monitorando os

intervalos de tempo, a citar:

-Temporizacfo de atualizagdo (90 segundos)

-Temporizagdo para invalidagio : determina o tempo que o equipamento deve

esperar para invalidar uma rota j& estabelecida, por falta de atualizacgio.
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-Tempo de espera,

-Tempo de sincronismo : quanto tempo esperar até que a rota seja finalmente

descartada da tabela de roteamento.

Caracteristicas principais do IGRP:

Os protocolos de roteamento orientados a distdncia fazem com que as tabelas de
roteamento dos equipamentos adjacentes sejam intercambiadas a intervalos

regulares. Com isso, torna-se possivel o calculo das distancias entre os nés de uma

rede.

Os protocolos de roteamento orientados a distdncia contrastam com os protocolos
orientados ao estado dos links, que encaminham o estado das conexdes a todos os

nos da rede.

O IGRP utiliza uma combinagdo de métricas, considerando a confiabilidade,

carga, banda de passagem e carregamento para a deciséo das rotas.

O peso dos fatores pode ser definido pelo administrador da rede em questdo.

Além disso, o IGRP permite o roteamento com multiplas conexdes, por exemplo:
em uma rota com varios circuitos, o protocolo pode selecionar automaticamente a

conexfo com o melhor desempenho.

Para aumentar a estabilidade, varios recursos sdo utilizados, a exemplo do Hold-
down, que inibe temporariamente a mudanga de rotas se um problema em um

equipamento da rede for detectado.

6. Enhanced IGRP
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O Enhanced IGRP foi desenvolvido no inicio dos anos 90, para aumentar a

eficiéncia do protocolo IGRP.

Uma caracteristica de um sistema que use o Enhanced IGRP é o armazenamento
de todas as tabelas de roteamento dos equipamentos adjacentes, possibilitando a
rapida localizagfio de rotas alternativas.

Se ndo existe uma rota apropriada, o Enhanced IGRP consulta os roteadores
interconectados para que seja possivel descobrir um caminho apropriado. Estas

consultas sfo propagadas, até a descoberta de uma rota adequada.

O Enhanced IGRP € compativel com o IGRP, através de mecanismos de

redistribui¢dio automatica e métricas que sdo traduziveis entre si.

7. Recursos do EIGRP

As caracteristicas principais do protocolo sdo:

1) Mascaras de subrede variaveis

2) Atualizagdes parciais

O Enhanced IGRP nido realiza atualizaces periddicas, mas somente quando a

métrica de uma rota ¢é alterada.

Somente os roteadores que utilizam tal rota sfio informados dessa mudanga,

consumindo uma quantidade de banda de passagem menor do que o IGRP.

3) Suporte a multiplas camadas de rede (Novell, IP, Appletalk, etc.)

Além disso, novas tecnologias foram incorporadas ao Enhanced IGRP:
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1) Detecgéo de sistemas adjacentes

E usado pelos roteadores para descobrir novos roteadores na rede em questo,

além de detectar a inoperéncia de alguns equipamentos de rede.

2) RTP (Reliable Transport Protocol)

Este protocolo garante que todos os pacotes EIGRP alcancarfio o destino, sendo

unicast ou nio.

8. Tipos de pacotes

Os pacotes EIGRP sdo:

1) Hello

S&0 pacotes multicast encaminhados para detectar novos sistemas adjacentes. Um

sinal ACK (Acknowledgment) nio é necessario.

2) Update

Informam se uma rede ¢ alcancavel, resultando na atualizaciio das tabelas de

roteamento dos equipamentos adjacentes.

3) Query

Encaminhados quando o roteador em questdo nfo regisira sucessores em um
destino. O pacote “reply” indica 4 origem que ndo é necessario recalcular a rota em

questdo.

4) Request
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Usados para obter informagées especificas dos roteadores préximos a origem.

9. Multicast

A transmissfo da mesma informagfo a um conjunto de usudrios com a utilizagio
do unicast normalmente resulta em um consumo excessivo de banda de passagem,

aumentando proporcionalmente ao numero de estages a serem contactadas.

Assim, o multicast foi desenvolvido para reduzir a banda de passagem necesséria

para tanto.

Obviamente, para que tais pacotes sejam transportados, pelo menos um protocolo

de roteamento multicast deve existir na rede IP.

Eles podem ser caracterizados pela distribuiciio dos nés, que podem estar

densamente localizados ou néo.

Os protocolos de roteamento multicast mais utilizados sdo:

10.DVMRP

O DVMRP (Distance-Vector Multicast Routing Protocol) foi definido na
RFC1075 ¢ é a base do MBONE (Multicast Backbone).

A algoritmo baseia-se no “path-flooding”, que encaminha uma coépia do pacote

para todos os caminhos possiveis, exceto a interface de origem.

Problemas de escalabilidade podem aparecer, devido ao trafego em excesso.

O protocolo aceita um méximo de 15 hops nas tabelas de roteamento, além de

armazenar o estado das rotas.
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11.MOSPF

O MOSPF (Multicast Open Shortest Path First) é uma extensdo do OSPF, de
acordo com a RFC1584.

Um roteador MOSPF calcula as rotas para cada fonte/grupo multicast quando o
equipamento recebe trafego para esse par, através das informagdes de multicast
obtidas das conexdes OSPF.

H4 algumas vantagens nesse protocolo:

1) nédo ha limites de hops na tabela de roteamento.

2) converge mais rapido do que 0 DVMRP.

3) Néo ¢ preciso encaminhar pacotes para todas as interfaces porque o protocolo

armazena a rota para cada grupo.
4) O conceito de dreas pode ser aplicado, reduzindo o tempo de convergeéncia.

Entretanto, 0 MOSPF é compativel somente com redes que usam OSPF, e tem

desempenho melhor em ambientes com poucas fontes de trafego multicast.

12.PIM-DM

O PIM-DM (Protocol Independent Multicast-Dense Mode) é similar ao DVMRP,

mas utiliza o sistema unicast da rede em questio.

Isso permite que qualquer protocolo de roteamento possa ser usado com o PIM-

DM.



113

Este sistema também encaminha pacotes para todas as interfaces (excetuando-se

a da origem).

13.PIM-SM

O PIM-SM (Protocol Independent Multicast-Sparse Mode) ¢ otimizado para

muitas fontes streams e poucas LANs, conforme a RFC2117.

E definido um ponto Rendezvous (RP), que concentra os fluxos de dados. O RP é

utilizado pelo receptor e pelo emissor de pacotes multicast, sem hops desnecessarios.

Isso melhora a distribuicdo de trafego multicast, sem existir a necessidade de

emitir pacotes para todas as interfaces de rede.

A desvantagem ¢ que as rotas das fontes para os destinos freqiientemente nio sio
otimizadas, além de existir um ponto de convergéncia de pacotes, podendo resultar

em altas laténcias.

14.Conclusio

A complexidade aumenta consideravelmente se a estagdo de destino for moével

(celular, satélite, etc).

Com o crescimento da Internet, novos protocolos terdio de ser desenvolvidos,
especialmente para as aplicagdes que exigem baixa laténcia e alta capilaridade, a
exemplo dos sistemas wireless, que se caracterizam pela aita dinamicidade da

topologia de rede.
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12. BGP

1. Introdugao

O BGP 4 (Border Gateway Protocol version 4) é o padrio mais utilizado no

roteamento entre dominios da Internet.

Sendo um protocolo de roteamento para um sistema autdnomo, ¢ utilizado para
determinar as rotas para destinos que estdo fora do AS. E um contraste com o OSPF,

que seleciona rotas para destinos que estfo dentro do AS.

E usado nos maiores pontos de acessos a rede (NAP), onde os grandes

provedores de Internet se conectam para que ocorra o intercAmbio de trafego.

Os ISPs tém multiplas conexdes entre si, ¢ tal protocolo de roteamento foi

desenvolvido para selecionar o melhor ponto para o intercidmbio de trafego.

2, Tecnologia

A rigor, o BGP € considerado também um Exterior Gateway Protocol, desenhado

para selecionar rotas entre dominios.

Os roteadores usam o EGP para controlar o acesso a outros sistemas autbnomos,

servindo também para seccionar uma rede gigantesca em partes menores.

Um sistema auténomo (AS) pode ser definido como um grupo de redes e

roteadores que estfo sob dominio de uma mesma entidade administrativa.

A Internet € uma colegio de varios AS, e o objetivo do BGP ¢ reduzir o trafego
de um sistema auténomo, com a utilizagdo opcional do roteamento baseado em

politicas, que é determinado pelos administradores de rede.
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3. Histoérico

O desenvolvimento do BGP iniciou-se com a publicagio da RFC 1771. A versdo

atual é a RFC 1654.

O primeiro protocolo de roteamento externo de maior relevincia denominava-se
EGP. Entretanto, existiam diversos problemas, salientando-se o fato de que se tratava

mais de um protocolo de possibilidade de conex&o a um sistema de roteamento.

O BGP foi entfo desenvolvido para solucionar tais problemas. Assim, uma das
caracteristicas mais importantes € a possibilidade de detecgdo de roteamentos

circulares (loops), além de um escalamento mais eficiente.

O roteamento divide-se em duas atividades basicas: selecionar a melhor rota
entre dois pontos e o transporte propriamente dito dos pacotes, que sdo duas

atividades de complexidades opostas.
Os protocolos anteriores de roteamento nf#o eram capazes de suportar o
gigantesco numero de rotas existentes na Internet. Por exemplo, o RIP encaminhava

periodicamente uma listagem de todas as redes conhecidas, podendo facilmente

congestionar o sistema.

4. Caracteristicas

-Transporte confidvel : o BGP usa o protocolo TCP como uma midia de

transporte confidvel, encaminhando periodicamente as atualizagGes das rotas.

-Next-Hop : o0 BGP informa as distdncias (em hops) para cada destino.

-Autenticag#o : é permitido a um receptor a autenticagdio de mensagens.
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-Informagdo de caminho : as mensagens BGP incluem os caminhos alcangéveis €
também as informagdes que permitem a um receptor saber os AS existentes até o

destino.

-Enderecamento sem classes : O BGP possibilita o uso do CIDR (Classless Inter-

Domain Routing), um sistema para obter mais enderegos do que o permitido pelo IP.

-Agrupamento de rotas : 0 BGP melhora a eficiéncia da rede permitindo que as
informagdes das rotas sejam agrupadas e enviadas em um conjunto representando

miltiplos destinos.

-Politicas : o administrador pode implementar politicas locais, podendo
configurar os roteadores BGP para que haja a distingfo das rotas usadas pelas

estagdes de um AS.

Em resumo, o sistema foi projetado para gerenciar uma tabela gigantesca de
roteamento, a exemplo da Internet, que se caracteriza por ser um ambiente

heterogéneo que néo ¢ controlado por uma organizagio.

5. Operagoes basicas

A fungdo de um sistema utilizando o BGP ¢ trocar dados que indiquem a
possibilidade de conexdo com outros sistemas BGP. Tais informagdes podem incluir

uma lista de sistemas autdnomos (AS) e as rotas para alcanga-los.

Assim, os sistemas BGP mantém tabelas de roteamento, transmitem atualizagdes

de rotas, etc.

E importante salientar que o BGP ndo seleciona a rota tendo como base diminuir

sua métrica, como assim fazem alguns protocolos (exemplos: OSPF e RIP).
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As caracteristicas BGP de cada link sfio obtidas a partir de varios fatores, por
exemplo: estabilidade, velocidade e atraso. Essas caracteristicas resultam em um

valor, que é utilizado para determinar a melhor rota para um destino.
Quando um roteador é conectado a uma rede, as tabelas de roteamento sio
obtidas. Depois, as atualizacSes de roteamento sdo intercambiadas com a recepgéo de

mensagens “updates”.

O BGP ndo necessita de uma atualizaciio periédica da tabela de roteamento.
Apesar de manter informag¢Bes contendo todas as rotas possiveis em uma rede, o

BGP apenas anuncia as rotas primarias nas mensagens.

6. Fungoes

As atividades principais séo:

1) Recepgdo e filtragem de rotas

Um sistema BGP ira receber antincios de rotas a partir de outros roteadores, mas

tais informacdes podem ser filtradas (exemplo: rotas circulares).

2) Selecdo de rotas

Um roteador pode receber vérios anuncios para um mesmo AS, mas deve
escolher o melhor caminho, e entdo adicionar o mesmo na propria tabela de

roteamento.

Normalmente ird escolher o caminho mais curto, mas as politicas de decisdo

orientardo a escolha.

3) Envio de mensagens
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Um roteador BGP recebe varias mensagens, mas o protocolo também determina
o envio de informagdes para os roteadores adjacentes. As politicas de decisdo,

novamente, contribuirio para o envio de rotas por parte de um sistema BGP,

7. Tipos de roteamento BGP

Cada roteador BGP mantém uma tabela de roteamento que lista todos os

caminhos para uma rede particular.

Existem trés tipos de roteamento:

1) Roteamento inter-autnomo

E o encaminhamento de pacotes entre dois roteadores BGP em diferentes AS,

para manter uma consistente imagem da topologia da rede.
A Internet utiliza este tipo de roteamento, pois é composta de varios dominios

administrativos, com rotas otimizadas para interligar 0s varios AS.

2) Roteamento intra-autdénomo

Isso ocorre entre dois ou mais roteadores BGP localizados dentro de um mesmo

AS.

Qualquer organizagdo pode usar o BGP para localizar as melhores rotas dentro de

um mesmo dominio administrativo.

3) Roteamento de passagem

Ocorre quando o trafego entre dois roteadores BGP passa por um sistema que nio

usa 0 protocolo mencionado.

O BGP deve interagir com esse protocolo, para que o trafego seja transportado

com sucesso dentro do sistema autdnomo.
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8. Politicas de roteamento

As politicas de roteamento nfo s3o parte do protocolo, mas determinam critérios

para escolher as rotas, dentre multiplas alternativas.

O fluxo de informagdo pode ser descrito em cinco passos:

-Recebimento das rotas a partir de outros sistemas

-Politica de entrada, para filtrar as rotas ou alterar tais atributos
-Processo de decisfo

-Politica de saida, para modificar tais atributos

-Anuncio das rotas escolhidas pelo roteador BGP

Os roteadores BGP trocam informagBes detalhadas sobre as rotas, além da

distincia entre os dominios.

9. Operacio do BGP

O BGP usa um conjunto de critérios para selecionar as rotas que fardo parte da

tabela de roteamento.

-Selecionar a rota com o maior significado administrativo

Cada rota consiste em um numero de rede, uma lista de sistemas autdnomos pelas

quais a informagdo deve passar, e atributos da rota.

Estas informag¢des podem ser usadas para construir um gréfico de conectividade
entre sistemas autdnomos, evitando rotas circulares e enfatizando as rotas que s&o

passiveis de defini¢do em uma politica de roteamento.
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10.Formato

1) Header

As mensagens BGP usam um cabegalho basico. Enquanto a mensagem keep-

alive carrega somente o header, as outras tém campos adicionais.

O header é composto por 4 campos:

1) Marcador : contém um indicador de autenticacéo

2) Comprimento : quantos bytes de informagio a mensagem contém

3) Tipo : indica uma das quatro categorias existentes de mensagens.

4) Dados : campo opcional, pode carregar informagdes provenientes das

camadas superiores.

11.Mensagens

1) Open

Quando um sistema BGP precisa estabelecer uma conexiio com um outro
roteador BGP, uma mensagem ‘Open’ é encaminhada, permitindo a identificacdo e a

autenticacfo do mesmo.

Se a requisigio for aceita, uma mensagem ‘Keepalive’ é retornada. Assim, é

possivel intercambiar informagGes através de ‘updates’ e notificagdes.

Ha seis campos nesta mensagem: versdo, sistema autdbnomo, tempo de espera,
identificador do BGP. comprimento dos pardmetros opcionais e parimetros

opcionais.

2) Update
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Uma mensagem ‘Update’ é utilizada para anunciar uma rota para um destino.

Pode ser usada também para cancelar uma rota ja informada.

A mensagem contém cinco campos: comprimento das rotas canceladas, rotas
removidas, comprimento dos parimetros da rota, pardmetros da rota € informacfo

sobre a camada de rede.

3) Notification

Esta mensagem indica a ocorréncia de um erro (de uma mensagem ou o
fechamento da sessfo).

Ha trés campos ;

-Cédigo do Erro

-Subcédigo do erro

-Informagdes sobre o erro

4) Keepalive

Indica que um sistema BGP estd em operagfo, mas ndo existe informagio a ser

emitida. A mensagem nio contém campos adicionais.

12. Atributos

Atualmente, cinco atributos sdo definidos:

1) Origem

Pode assumir um dos trés valores : EGP, IGP ou incompleto.
O IGP significa que a rede ¢ parte de um AS.

O IGP tem prioridade, pois as rotas EGP podem falhar em caso de roteamentos

circulares. O incompleto significa que outros protocolos foram utilizados.
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2) Caminho do AS

Contém a lista dos AS existentes até o destino.

3) Préximo salto
Indica o enderego do roteador que deve ser usado para as redes indicadas na

mensagem “update”.

4) Inalcangavel

Indica que a rota néio ¢ mais possivel de ser atingida.
5) Métrica inter-autbnoma

E uma informago usada pelos roteadores externos ao AS para escolher a melhor

rota até uma estagio no sistema autbnomo.

13.Desvantagens

Em um sistema relativamente simples, é melhor usar uma rota padrio a utilizar o

BGP, especialmente se ha apenas uma conexZio a Internet.

Caso contrario, havera um aumento de trafego considerdvel apenas para obter a

tabela de roteamento, além das notificagdes das mudancas.

14.Conclusao

O padrdo BGP continua a evoluir. Uma versdo futura do BGP possibilitard o

agrupamento de rotas similares em apenas uma dnica rota.

Apesar da relativa simplicidade do protocolo, pode-se atestar a grande eficacia do
mesmo, possibilitando a operagdo das rotas que compdem as milhares de redes que

sd0 conectadas via Internet.
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13. FRAME RELAY
1. Introdugéao
A confiabilidade inegavel do padrio X.25 resulta também em um efeito nio
propriamente ignoravel : uma quantidade relativamente alta de overhead nos dados

transmitidos, justificavel nos primérdios da comunicagfio de dados, onde a taxa de

erros era consideravel.

Apesar de ser considerado uma evolugfio do padrio X.25, o Frame Relay difere
quanto ao formato dos pacotes e & funcionalidade. E um protocolo com menos
informagdes de conirole, sendo mais eficiente € com um maior desempenho.

I considerado bom para as aplicagbes que requerem picos de transmissdo,
mesmo em tedes dispersas, existinde ainda interoperabilidade entre as diversas
implementages.

O Frame Relay proporciona capacidades de roteamento de pacotes, usadas para
interligar equipamentos de destino (DTE). Entre os mesmos, os equipamentos de
rede sdo descritos como sendo DCE (Data Circuit Equipment).

Caracteristicas basicas :

-Orientado a circuito,

-Verificagdo limitada de erros, evitando um overhead excessivo.

-Pode prover circuitos virtuais multiplos, a partir de uma interface fisica.
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-Conex#o através de circuitos sincronos.

2. Vantagens

-Altas velocidades (até 44.7 Mbps)

-Conectividade multipla : qualquer dispositivo conectado em um Frame Relay
pode comunicar-se com um outro equipamento da mesma rede, através da
programacéo de um PVC,

-Baixo atraso

-Alta vazio de dados

-(Ferenciamento simplificado da rede

-Transparéncia de protocolos

-CNM : permite a obtengfio de informagdes de gerenciamento através de

consultas via SNMP (falhas, configuracio e desempenho).

-Combina as vantagens das linhas privativas com o transporte de pacotes e

circuitos.

-O Frame Relay prové uma alta banda de passagem, através de sistemas digitais

de transmissfo.

-As rotas de comunicagio entre dois pontos da rede sdo alteradas dinamicamente,

de acordo com o trifego.

-A multiplexagfio estatistica do Frame Relay faz com que seja possivel a

utilizacfio do mesmo em canais TDM (Time-Division-Multiplexing).
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3. Historico

Originalmente, foi desenvolvido para ser utilizado entre sistemas ISDN. Em
1984, projetos iniciais foram submetidos a apreciacdo do ITU-T (International

Telecommunication Union Telecommunication Standardization Sector).

Em 1990, existiram grandes avangos no padrfio, devido ao ANSI (American
National Standards Institute). As melhorias ocorreram basicamente no espectro das

capacidades de operagfio em ambientes complexos.

Usualmente, uma conex&o utilizava uma linha digital com uma banda passante de
56 Kbps ou 64 Kbps. Algumas instalagdes usavam até os 30 canais disponiveis em
uma linha E1.

O Frame Relay assume que a rede de transporte é relativamente confidvel e que
os erros serdo corrigidos pelas camadas superiores dos protocolos de rede, além do
controle de fluxo. Assim, ¢ bem mais simples do que o X.25 e pode atingir maiores

velocidades de conexfio, até 44.7 Mbps.

Historicamente, o frame relay pode ser descrito também como sendo um ttpo

primitivo de VPN, devido ao particionamento l6gico de trafego na camada 2.
4. Tecnologia
Um sistema frame relay é composto por varios médulos, a saber:

1) A rede : Frame relay utiliza PVCs (Permanent Virtual Connection) para

cstabelecer a comunicagdo entre dois pontos.

Um PVC pode ser descrito como um canal 16gico de uma porta do servigo para

outra porta, sendo orientado a conexdo.
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E possivel selecionar um CIR (Committed Information Rates) para cada PVC, e

significa uma banda de passagem garantida.

2) O link de acesso : prové um meio de acessar a rede, conectando os

equipamentos do usuario 4 porta do sistema propriamente dito.

3) Portas : sdo pontos fisicos de acesso para os PVCs e possibilitam a alocagio de

banda de passagem para as aplicacdes.

4) DLCT (Data Link Connection Identifier): para cada extremidade de um PVC &

designado um DLCI, que identifica o0 DTE associado (roteador, multiplexador, etc.)

5. Formato do quadro

No Frame Relay, o quadro é delimitado pelos campos denominados “flags”.

A seguir, dois bytes informam um endereco. Dez bits destes dois bytes indicam o
DLCI (Data Link Connection Identifier), a conexdo logica que é multiplexada no

canal fisico.

No fim de cada DLCI, estd o bit de EA (Extended Address). Se for 1, o byte

corrente € o ultimo do DLCI. O bit C/R n#o é atualmente mais usado.

Trés bits do DLCI proporcionam o controle de congestionamerto.

O campo FECN (Forward Explicit Congestion Notification) tem o valor 1, se

houve congestionamento no transporte do quadro, a partir da origem para o destino.

O BECN (Backward Explicit Congestion Notification) também tem o valor 1, se

acontecer problemas de congestionamento no sentido do destino para o origem.
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O bit DE (Descard Eligibility) ¢ ativado se o quadro tem uma importancia

relativamente baixa, podendo ser até descartado pela rede.

6. DLC

Um fluxo de dados individual é conhecido como DLC (Data Link Connection),

tendo em vista uma conexdo entre dois pontos.

Em redes maiores, varios links podem conectar dois roteadores, para aumentar a

redundéncia entre os mesmos,

Mas cada roteador deve ter uma linha DLC especial, para conexfio com a rede

frame relay em si. Esta conexo é chamada de LMI (Local Management Interface).

7. Tratamento de problemas

O Frame Relay inclui um algoritmo CRC (Cyclic Redundancy Check) para

detecgdo de erros, mas ndo inclui qualquer mecanismo para corrigi-los.

O quadro com problemas (CRC, DLCI invalido, etc.) é simplesmente descartado.

Outra diferenga para o X.25 ¢ a auséncia de controles de fluxo por circuito, essa

tarefa € repassada para as camadas de ordem superior.
O Frame Relay contém um mecanismo relativamente simples para notificacdo de
congestionamentos, que podem ser causados quando os usudrios excedem o CIR

(Committed Information Rate) ou quando as operagdes de roteamento dindmico sdo

executadas.

8. Parametros principais

O Frame Relay suporta PVCs e SVCs, utilizando as seguintes primitivas :
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1} Procedimento de chamada
2) Conexio

3) Estabelecimento da chamada
4) Desconexfo

5) Término da conexio

Para cada PVC, é associado um nivel de servigo especifico. Os pardmetros

utilizados para mensurar a qualidade de servigo prestado por cada PVC incluem:

1) CIR : Committed Information Rate (banda passante garantida, que a rede

deve suportar)

2) Tc : tempo de observacio
3) Be : Bits a serem transmitidos no tempo de observagio (maximo)
4) Be  : nimero de bits a serem transmitidos no tempo de observagio (em

€Xcesso ao pardmetro Be).

Além disso, um SLA (Service Level Agreements) pode estar envolvido,

resultando na verificagdo dos seguintes pardmetros :

5} FTD (Frame Transfer Delay) : o tempo necessario para encaminhar um quadro

entre dois pontos de um PVC.

6) FDR (Frame Delivery Ratio) : indica a razdo entre os pacotes tecebidos com

sucesso ¢ as tentativas de envio de pacotes.

7) DDR (Data Delivery Ratio) : é a razdo entre os dados recebidos com sucesso e

as tentativas de transmissfio de dados.

8) MTBF (Mean Time Between Failures) e 0 MTTR (Mean Time To Repair)

9. LMI
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As extensdes realizadas no padrio Frame Relay original sfio denominadas
coletivamente sob a sigla LMI (Local Management Interface). Inclui extensdes para
facilitar o gerenciamento de redes complexas e grandes, podendo estar interligadas.

Por exemplo, as quedas dos enlaces Frame Relay podem ser indicadas através de
procedimentos LMI ou pelos alarmes transportados através do SNMP (Simple

Network Management Protocol).

Nestas condigdes, a rede pode ser reprogramada para desviar o trafego para um

outro link através de um roteamento dindmico, no caso do SVC, ou estatico (PVC).

Existem as extensdes LMI comuns, que sdo adotadas por todos os

implementadores, ¢ também as opcionais. Sao utilizadas para as seguintes funcgées:

1) Mensagens sobre o estado dos circuitos virtuais

Prov€ a sincronizagfio entre o usudrio e a rede, indicando em tempos regulares a

adigHo e a exclusdo de PVCs, além de informar a integridade dos circuitos.

2) Multicasting

Permite a um enviador encaminhar um tnico quadro a rede, que serd recebido

por multiplas estagdes.

3) Enderegamento global

Isto faz com que uma conex&o tenha identificadores globais, ao invés de possuir

significancia apenas local, podendo ser localizado em uma rede Frame Relay.

4) Controle de fluxo simples
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Prové um mecanismo de controle de fluxo tipo Xon/Xoff a uma interface
especifica. E indicado para os protocolos de comunicagio cujas camadas de controle

ndo podem usar os bits de notificagfo de congestionamento.

10. Multicasting

O multicasting € um recurso opcional do LMI. Grupos sio designados por uma

série de valores DLCI reservados.

Os quadros usam um valor reservado que sdo replicados pelo sistema, até atingir

todas as extremidades da rede.

As mensagens LMI para multicasting também notificam os usudrios da alteragéio

dos grupos.

O multicasting DLCI ¢ 1til em uma rede com roteamento dindmico, pois as
informagdes sobre as rotas podem ser distribuidas para varios roteadores, ou apenas

para um grupo deles.

E utilizado também para os procedimentos de resolugio de enderego, que podem

ser encaminhados para vérias esta¢des de um modo simultineo.
11.Enderecamento global

As especificagbes basicas do Frame Relay suportam apenas valores no campo

DLCI que identificam PVCs locais.

Nao hé enderegos que identifiquem interfaces de rede, ou nés conectados a estas

interfaces. Assim, ndo podem ser descobertos por técnicas de resolucéo de enderego.

Isso significa que mapas estaticos devem ser criados, para indicar quais DLCls

devem ser empregados para encontrar um dispositivo remoto.
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O enderegamento global permite a identificagdo de nds, e os valores existentes

nos DILCIs passam a ter significado de enderecamento.

Isto permite um roteamento adaptativo em redes complexas.

12.Formato da mensagem LMI
As mensagens LMI s#o enviadas em quadros contendo DLCIs especificos.

O cabegalho € o mesmo existente nos quadros normais. A mensagem inicia-se

com quatro bytes obrigatérios € um numero variavel de IEs (Information Elements).

Cada IE consiste em um identificador de um unico byte, o comprimento do

campo ¢ os bytes representando a informac¢fo em si.
Ha dois tipos de mensagens :

Mensagens de estado e mensagens de solicitagio de estado (exemplos

“keepalives” e estado de PVCs)

Estas informagdes sfo criticas em um ambiente com roteamento dindmico, pois

os algoritmos decidem as rotas com base na integridade dos links.

13.Conclusio
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Figura 11 — Interoperabilidade entre o Frame Relay e 0 ATM

customer premises equipment
interworking function

PHY  physical layer
SAR segmentation and re-assembly
88CS service specific convergence sub-layer

Historicamente, o Frame Relay pode ser descrito como uma tecnologia de

transicdo para o ATM, que tem maiores recursos de gerenciamento, qualidade de
servi¢o (QoS) e flexibilidade de operagio.
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14. ANALISE DAS TENDENCIAS FUTURAS

No universo da Tecnologia da Informagfo, pode-se claramente envisionar trés

grupos distintos:

1) Software
2} Hardware
3) Redes

Nas proximas partes, um breve histérico desses grupos sera apresentado, além de

projetar uma visdo a respeito dessas tecnologias, 4 luz das diretrizes atuais.

1. Software

O software pode ser descrito, de uma forma genérica, como uma sucessio de
digitos binarios produzidos por um compilador, se a linguagem for de alto nivel, ou
um montador, no caso de codigo assembler, cujos resultados sdo interpretados pelo

conjunto de instru¢des implementado no processador em questo.

A linguagem C se destacou rapidamente, devido a eficiéncia do cédigo gerado
pelos compiladores. O surgimento da linguagem C++ representou um grande avango
em termos de linguagens de programagfo, combinando uma eficiéncia relativamente
alta com a possibilidade de desacoplamento dos moédulos que representam os objetos

do sistema.

Outras linguagens importantes incluem : Java ¢ Pascal.

Na parte dos sistemas operacionais, um marco foi a criagdo do Unix, em meados

dos anos 1970, existindo muitas variagdes até o surgimento do Linux, em 1992.

O desenvolvimento do Windows XP trouxe mais estabilidade a uma classe de

software muito popular.
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Os bancos de dados ganharam uma coniribuigio muito determinante, com a

desenvolvimento da linguagem SQL.

Entretanto, a Internet pode ser considerada uma das maiores invengdes da

Historia, sendo mais utilizada a partir de 1995.

2. Software para dispositivos portateis

No campo dos dispositivos portateis, n3o existe ainda uma predominncia clara

quanto as tendéncias deste campo, mas h4 trés forcas atuantes neste cenario:

a) PalmOS

Este sistema pioneiro combina uma facilidade de uso com aplicativos de uso

geral, pavimentando a trilha dos computadores portateis.
b) Symbian

Representa um esforgo conjunto para criar uma sistema operacional para os

telefones celulares, e atualmente encontra-se em um estagio de desenvolvimento.

¢) Outras tecnologias

O Pocket PC foi otimizado para o processador ARM, apresentando muitos
recursos relacionados a aplicagdes multimidia e também extensdes de aplicativos de

produtividade.
Provavelmente, devido a grande flexibilidade proporcionada pelas ferramentas de
programag8o disponiveis, deve representar o futuro dos dispositivos portateis pelos

proximos anos.

3. Software de simulagiao
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Uma classe de software estd recebendo uma grande énfase nas pesquisas, que séo

os sistemas de realidade virtual.

Normalmente, o processo para a renderizagfio desses ambientes simulados segue

0s seguintes passos:

1} O ambiente 3-D a ser emulado ¢ dividido em partes atdmicas (espagos
tridimensionais cujas superficies podem ser renderizadas sem que se leve em
consideragdio o célculo de outras superficies oclusivas ao espago de visdo do

observador virtual).

2) As partes atdmicas séo representadas como sendo os nés de uma arvore BSP
(Binary Space Partitioned), que indica a correta ordem de renderizagdo das

superficies que compdem o ambiente a ser simulado.

3) De acordo com a posigdo espacial do observador, a arvore € percorrida
transversalmente, podendo-se criar tais simulagdes com a utilizacdo de bibliotecas
graficas, a exemplo do OpenGL (Open Graphics Library).

Esse algoritmo ¢ adequado para a construgio de ambientes estdticos, pois a
arvore BSP deve ser construida por um outro processo em separado, antes do tempo

de execucdo.

Para se criar uma iluséo da realidade, o processo acima mencionado deve ocorrer
a pelo menos 60 vezes por segundo, diferentemente dos 30 fps (frames per second)
que normalmente se atribuem aos sistemas de video NTSC.

4. PrevisoOes

As tecnologias Linux, NET e Web services estdo guiando a maioria dos novos

projetos de software da atualidade, juntamente com os sistemas de e-learning.
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O UML estd se consolidando como o principal meio de informar aos
desenvolvedores de programas de computador a estrutura do software em questéo,
sendo que as extensdes para tempo real possibilitam também a modelagem de

sistemas criticos a passagem temporal.

Com o desenvolvimento de sistemas neurais e agrupamentos de computadores
com uma capacidade que ja ultrapassa dezenas de Teraflops, somada a uma evolugio
exponencial, torna-se possivel a geragdo automética de cddigo, a partir dos

diagramas UML.

Provavelmente, a evolucdo do software seguirda um caminho rumo a automacéo,
sendo que nfio ¢ impossivel que no limite uma fracdo da construcdo de sistemas

possa se resumir na correta escolha de componentes de software pré-programados.

5. Hardware

Nesta parte, o avango tende a ser o mais previsivel dentre os trés grupos
principais: a “Lei de Moore” rege a evolugdo dos microprocessadores ha muitos

anos, atualmente significando que a quantidade de transistores em um processador

dobra a cada dezoito meses.

6. Microprocessadores

Pode-se afirmar que o ponto inicial € simbdlico para a microinformética foi a

invengo do microprocessador, pela Intel.

O processador 4004 continha cerca de 2300 transistores, a um clock de 740 KHz.

A série 8080/Z80/8085 praticamente formou uma geragio de engenheiros,

combinando um ISA eficiente com uma alta velocidade.
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Os processadores 6502 € a série 68000 também contribuiram para muitas classes

de maquinas extremamente bem construidas.

Nesse interim, surgiram grandes arquiteturas de microprocessadores : 0 SPARC,
o PowerPC, a série Alpha ¢ o MIPS, que permaneceram mais no segmento dos

servidores em geral.

Entretanto, a criagdo do processador Pentium representou um marco na histéria
da tecnologia da informagdo, com novos sucessores que praticamente dominam o

cenario da informaética desde entdo.

A arquitetura atual alcanga nos tempos atuais uma freqiiéncia de clock de 3.0

GHz, com a possibilidade de virtualizagdo de um processador extra.

Isso mantém os pipelines do processador mais ocupados, aumentando o fluxo de
informagdes. Em especificagdes técnicas, tal arquitetura possibilita o aumento da

freqiiéncia do relégio central até cerca de 10 GHz.

Assim, € possivel afirmar que a necessidade de um maior poder de
processamento ndo ¢ mais uma grande prioridade, com a excegdo de aplicagdes que
demandam uma quantidade altissima de calculos de simulag@o, a saber: realidade
virtual, sistemas multimidia com o calculo de milhdes de poligonos texturalmente

renderizados, etc.

Os discos rigidos atingem cerca de 160 GB por dispositivo, sendo que no futuro

capacidades na ordem de Terabytes serfio comuns.

O grande desafio serd a construgio de sistemas de meméria RAM com baixas

laténcias, sendo que a DDR 400 tem a maior velocidade atual.
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Os sistemas de video estdio tornando-se tdo complexos quanto a prépria CPU,

sendo que o subsistema de maior desempenho atinge cerca de 300 milhdes de

poligonos por segundo.

Pode-se afirmar que a tendéncia atual € a construgfio de sistemas massivamente
paralelos, com milhares de processadores, provendo servigos de alcance global, por

meio da Internet.

7. Hardware para dispositivos portateis

No inicio, os computadores portateis continham processadores com versdes
especiais para nfo consumir energia elétrica em demasia, em compara¢io com os

sistemas desktop.

No campo da arquitetura x86, foi anunciado um processador que apresentava um
baixo consumo de energia, com tecnologia VLIW, mas o desempenho ndo foi

considerado excepcional.

Varias arquiteturas existiam nos primordios desse segmento da tecnologia da

informac#o, a saber: a série SH, o ARM e o MIPS.

Atualmente, a arquitetura ARM apresenta a melhor razéo entre o desempenho e o
consumo de poténcia, sendo que provavelmente serd o microprocessador mais

utilizado para tais equipamentos.

8. Previsdes

Néo se descarta a possibilidade de um sistema portatil vir a ser o dispositivo a ser
rotinciramente utilizado nas atividades mais comuns dos trabalhadores do
conhecimento, visto que a barreira dos 500 MHz representa a quantidade de
processamento que torna a operagdo das ferramentas de produtividade um tanto

quanto suficiente.
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Atualmente, o processador mais rapido para dispositivos portateis atinge cerca de

400 MHz, normalmente equipado com 128 MB de RAM.

Uma alternativa € a utilizagio da plataforma Tablet PC, que se caracteriza pelo

uso de uma caneta especial para a entrada primaria de informagdes.
9. Redes

O desenvolvimento deste setor segue um padrio menos regular do que a
evoluglo dos processadores, mas provavelmente os links Opticos terio uma

capacidade de dezenas de Terabits por segundo.

Os telefones celulares terdo capacidade multimidia, sendo uma versdo reduzida
dos computadores portateis atuais, com uma énfase maior nos aplicativos de

interatividade remota.

Se os problemas de capilaridade e QoS forem definitivamente solucionados, ndo
¢ impossivel que o sistema CATV entre em declinio, sendo entio utilizado o

protocolo IP.

Em um futuro muito distante, os sistemas VoIP provavelmente substituirio a rede
PSTN, fazendo com que as chamadas de longa distdncia possam ser realizadas sem

maiores restrigbes quanto ao tempo de conversagdo em si.
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15. CONCLUSAO

1. Objetivos

O objetivo deste trabalho foi descrever as principais partes que formam as
tecnologias de rede atuais, para auxiliar no desenvolvimento de uma visdo geral das

formas de comunicagéo digital mais comumente utilizadas.

Ou seja, este trabalho procurou descrever, em linhas gerais, a evolugfo ocorrida
nos grandes grupos que formam a Tecnologia da Informacéio, com a 6bvia énfase a

parte relativa s redes de computadores.

Em ultima instincia, o conhecimento das bases tecnolégicas torna-se um fator
importante para a criagdo de sofisticadas solugdes sistémicas, que provavelmente

permearfo a maioria das atividades humanas do futuro.
2. Extrapolagées

Ray Kurzweil, notério cientista famoso por prever com relativa preciséio certos
eventos relacionados com o progresso dos computadores, conseguiu envisionar, com
um ano de erro, a vitéria de um supercomputador (Deep Blue, da IBM) sobre um
oponente humano, mas que é considerado um dos maiores mestres de xadrez de

todos os tempos : Garry Kasparov.

Essa previsfo, por si s6, seria aliviadora se se circundasse apenas nesse evento
isolado; entretanto, 0 mesmo cientista previu uma série de acontecimentos baseados

na evolugfo do poder de processamento dos computadores.
3. Modelamento matematico

O cérebro contém cerca de 100 bilhdes de neurdnios, em média contendo 1000

conexdes com neurdnios adjacentes. Cada neurdnio é capaz de executar cerca de 200
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calculos por segundo. Com 100 trithdes de conexdes a 200 comutacdes a cada

segundo, € possivel conseguir 20 milhdes de bilhdes de calculos por segundo.

Atualmente, o sistema mais rapido existente (o Earth Simulator) consegue atingir

uma velocidade de 35 Teraflops.

A previsdo € que os mais potentes supercomputadores do mundo consigam

atingir a velocidade de 20 milhdes de bilhées de célculos por segundo em 2010,

Segundo a Lei de Moore, os computadores pessoais atingirfo tal velocidade uma

década depois.

4. Teste de Turing

O teste de Turing é atribuido a um matematico inglés, que por volta de 1950
criou um método subjetivo para avaliar a “inteligéncia” dos computadores, que
consiste em um operador humano interagir, por meio de um terminal, com uma

maquina.

Se a operador for iludido a ponto de concluir que o interlocutor é um outro
humano, entio ndo haveria como negar a inteligéneia da maquina. Um interessante
coroldrio a respeito desse teste € a capacidade do sistema emitir falsos julgamentos,
para no minimo evitar as 6bvias perguntas a despeito da natureza fisica da entidade

sendo entdo avaliada.

O teste de Turing provavelmente serd atingido por volta de 2029, com o

compartilhamento massivo de gigantescos bancos de dados.

Se esse exame for vencido, nio é impossivel que a inteligéncia dos
supercomputadores, devido 4 sua evolugio exponencial, possa superar o raciocinio

humano.
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5. Analise final

Em um futuro muito distante, e espera-se que isso ndo acontega, os computadores
provavelmente estarfio em todos os lugares que tenham a presenca humana, ¢ muitos

poucos eventos deixarfio de ter seus rastros armazenados em algum sistema.

Se os computadores quénticos se desenvolverem, cerca de 1000 qu-bits

proporcionardo cerca de 10** cileulos por segundo.

No limite teérico e improvével, ser4 possivel reconstruir quase que na integridade
0s atos e as experiéncias cometidas por um humano em particular, nfo sendo
impossivel extrair as diretrizes que regem tais comportamentos, podendo-se calcuiar,
com base nas leis dos grandes nuimeros, os provaveis atos futuros associados aos

mesmos.

Apesar de algumas previsdes catastrofistas a despeito da evolugdo da Tecnologia
da Informagso, o autor nio compartilha de tais previsdes, tendo uma visio muito
mais complementista das atividades humanas, e niio um ponto de vista estritamente

concorrencial.
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